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ABSTRACT

Habitat selection is a preponderant field of evolutionary biology, ecology and conservation 

biology, as it is one of the driving forces influencing wildlife distribution in the landscape. In 

essence, it is a hierarchical process, occurring at different spatial and temporal scales. In this 

thesis, I studied habitat selection at different spatial scales in three European populations of 

brown bears (Ursus arctos) distributed in contrasting landscapes, differentially impacted by 

anthropogenic pressure.  

The results showed that habitat selection within the Scandinavian population was not 

congruent across spatial scales. However, human infrastructures influence brown bear space 

occupancy both at large scale (population establishment) and at finer scale (individual selection 

of habitats within their home range). I also documented a temporal avoidance of anthropogenic 

structures and a functional response of females to these disturbances. At intermediate scale, no 

common pattern of habitat selection was identified, probably because of the social structure of 

females (philopatry), which might supplant choice of habitats. 

At the landscape scale, habitat selection of the Cantabrian Mountains and Pyrenean 

populations was very similar; bears selected forest connectivity at large scale (15 km), forested 

areas that produce hard mast, and areas with low human impact. The predictive model allowed 

to identify the quantity and connectivity of suitable habitats within each population, thus 

providing a valuable tool for conservation planning. 

Movement is the mechanism by which individuals can choose among available habitats. I 

analyzed movements of Scandinavian brown bears, which revealed the joint influence of 

internal and external factors on movements and its variability according to biological 

requirements. I also discuss the need for linking habitat selection and movement ecology to 

obtain insights into behavioral processes involved in habitat selection. 
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RÉSUMÉ

La sélection de l’habitat est un domaine prépondérant en biologie évolutive, en écologie et en 

biologie de la conservation car c’est un des processus majeurs influençant la distribution de la 

faune sauvage dans le paysage. Il s’agit d’un processus hiérarchique intervenant à différentes 

échelles spatiales et temporelles. Dans cette thèse, je me suis intéressée à la sélection de l’habitat 

à différentes échelles spatio-temporelles de trois populations européennes d’ours brun (Ursus

arctos) qui évoluent dans des habitats contrastés et affectés différemment par les pressions 

anthropiques.

Nos résultats ont montré que la sélection de l’habitat par la population Scandinave diffère en 

fonction des échelles spatiales et temporelles considérées. En revanche, l’activité humaine 

influence les ours à la fois à l’échelle du paysage (établissement de la population) et à fine 

échelle (sélection des habitats par les individus à l’intérieur des domaines vitaux). Nous avons 

également mis en évidence un évitement temporel des structures anthropiques et une réponse 

fonctionnelle des femelles en réponse à ces perturbations. A une échelle spatiale intermédiaire, 

aucun patron commun de sélection n’a cependant été identifié, probablement du à la structure 

sociale des femelles (philopatrie) qui pourrait supplanter le choix des habitats.  

Grâce à un modèle quantitatif de sélection de l’habitat, nous avons également pu démontrer 

qu’à large échelle, les populations des monts Cantabriques et des Pyrénées sélectionnaient les 

mêmes caractéristiques d’habitat : une importante connectivité des forêts à large échelle (15 

km), des zones de forte production de fruits forestiers et des zones de faible influence humaine. 

Notre model prédictif nous a donc permis de quantifier les habitats de bonne qualité pour ces 

deux populations et les connections potentielles entre les noyaux d’individus au sein de 

chacune des populations, et constitue donc un important outil de conservation.  

Le mouvement étant le mécanisme permettant aux individus d’effectuer des choix parmi les 

habitats disponibles, nous avons également conduit une analyse des règles de mouvement des 

ourses scandinaves qui a révélé une influence conjointe des facteurs internes et externes sur les 

déplacements et une optimisation des mouvements selon leurs exigences biologiques. Je discute 

également du lien entre l’écologie du mouvement et la sélection de l’habitat, et du potentiel 

d’une intégration de ces deux processus dans la compréhension des mécanismes 

comportementaux impliqués dans la sélection des habitats par les animaux.  
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SAMMENDRAG

Habitatseleksjon er en av de viktigste faktorene som former fordeling av dyr i landskapet og er 

et viktig felt innenfor evolusjonsbiologi, økologi og forvaltningsbiologi. Habitatseleksjon er en 

hierarkisk prosess som opptrer på ulike romlige og temporære skala. I denne avhandlingen har 

jeg studert habitatseleksjon på ulike romlige skala i tre europeiske bjørnepopulasjoner (Ursus

arcts), fordelt i ulike landskap og med forskjellig grad av menneskelig påvirkning.

Jeg fant at habitatseleksjon i den skandinaviske populasjonen varierte mellom romlige skala. 

Menneskeskapt infrastruktur påvirket områdebruken til brunbjørn både på stor skala 

(etablering av populasjon) og på en finere skala (individuell habitatseleksjon innenfor 

leveområder). Jeg fant også en temporær unngåelse av menneskeskapte strukturer og en 

funksjonell respons i habitatseleksjonen for disse forstyrrelsene hos hunner. Ingen felles 

mønster av habitatseleksjon ble identifisert på den intermediære skala, sannsynligvis på grunn 

av at sosial strukturering hos hunner (philopatry) kan redusere mulighetene for habitatvalg.

Populasjonene i de cantabriske fjell og i Pyreneene hadde lik habitatseleksjon på 

landskapsnivå; bjørn selekterte storskala sammenhengende skog (15 km), skogsområder med 

god tilgjengelighet på nøtter og områder med lav menneskelig påvirkning. En prediktiv modell 

identifiserte hvor mye store og sammenhengende egnede områder som var tilgjengelig for de 

ulike populasjonene. Dette er et verdifullt verktøy for bevaringstiltak.  

Mekanismen som gjør individer i stand til å velge mellom tilgjengelige habitat er bevegelse. Jeg 

analyserte brunbjørns bevegelse i Skandinavia og fant en felles innflytelse av interne og eksterne 

faktorer som påvirker bevegelse og variasjon i bevegelse gjennom biologiske behov. Jeg 

diskuterer også behovet for å koble økologiske problemstillinger relatert til habitatseleksjon og 

bevegelse for å oppnå innsikt i adferdsprosesser som påvirker habitatseleksjon.
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INTRODUCTION

CONTEXT OF THE THESIS 

Though we live in a geological time with the highest species richness and diversity, we are at the 

beginning of a major mass extinction (Primack, 2006). This current biodiversity crisis is mainly 

caused by growing human alteration of the Earth (Vitousek et al., 1997; Primack, 2006; Sinclair, 

Fryxell & Caughley, 2006). Indeed, the increasing world human population and human 

activities have entailed rapid and massive changes to landscapes (transformation of one-third to 

one-half of the land surface, Vitousek et al., 1997; Hoekstra et al., 2005). For example, 

overconsumption of resources and expansion of anthropogenic areas have led to direct 

destruction and fragmentation of habitats (e.g. due to road networks, expanding agricultural 

areas, and development of cities). Indirectly, human-induced processes also cause degradation of 

numerous species’ habitats through pollution (pesticides, herbicides, industrial chemical 

emissions from factories and cars which lead to anomalous global climate change,  Houghton et 

al., 2001) and introduction of invasive species (Primack, 2006). Due to these drastic changes of 

ecosystems, numerous native species have become extinct or are currently endangered due to the 

negative impact of habitat reduction and degradation (Tilman et al., 1994; Brooks et al., 2002; 

Primack, 2006). Land transformation is the driving force in the threat to biodiversity worldwide 

(Vitousek et al., 1997), and this process is operating so fast that most species do not have time to 

adapt to these modifications and nor can evolutionary compensate them (Teyssèdre, 2005).

In modifying the former habitats of numerous species, humans have become an integral part 

of their environment. This influence has an effect at different spatial scales and on different 

biological levels, such as the geographical range of species distribution, spatial organisation of 

populations, and individual behavior at fine scale. For example, habitat fragmentation1 may 

entail division of existing widespread populations into subpopulations or metapopulations2,

influencing their dynamics (e.g. Banks et al., 2005); human activity may modify daily activity 

rhythms of individuals (e.g. Olson, Squibb & Gilbert, 1998).  

1 There is a wide diversity of definition for "Habitat fragmentation". I will define it here as the process during which 
large habitat is transformed into small patches of habitats (see the review by Fahrig 2003).  
2 I will use the definition of Moilanen et al. (1998): “a metapopulation is an assemblage of local populations 
inhabiting spatially distinct habitat patches” 
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Within this context, understanding the relationship between organisms and their 

environment and particularly how and they distribute themselves in human-modified 

environments has fundamental implications in several scientific disciplines such as Ecology (e.g. 

how do environmental changes affect individuals or population dynamics?), Evolution (e.g. how 

do these changes affect individual fitness1, how do species adapt to these changes, what are the 

best adapted phenotypes to these changes?) and Conservation Biology (e.g. what are the “best” 

habitats that should be prioritized for species conservation?).

Species’ distribution in environments (also valuable for populations and individuals, but for 

reading convenience I use the term species in this section) emerge from interactions between 

deterministic and stochastic events (see Corsi, de Leeuw & Skidmore, 2000). Indeed, it is the 

result of interacting biological events (e.g. foraging, natal or breeding dispersal; determinist) and 

unpredictable events (e.g. fires, storms; stochastic). During these biological events, animals can 

choose the best place to meet their ecological requirements (e.g. a place with food when the 

animal is starving), i.e. they can select their habitat through movements. In an ecological context, 

species’ requirements therefore are identified in the framework of habitat selection, a concept I 

further develop in the following section. Habitat selection is a central concept in ecology, as it 

has a strong influence on population dynamics and persistence, species interactions, and 

ecological communities (Morris, 2003). In the context of conservation biology, the study of 

habitat selection and the way it is influenced by human-caused alteration of habitats therefore 

has important implications. In addition, predictive habitat models are reliable tools for the 

conservation and management of threatened species and they allow the identification of relative1

suitable habitats that can be then protected or managed properly to mitigate the effects of habitat 

alterations.

The objective of this thesis is to understand ecological requirements of wildlife at different 

biological levels (species, population, individuals) through the study of habitat selection of a large 

carnivore living in different multiple-use landscapes: the brown bear (Ursus arctos).

1 I used the term “relative” to stress that nowadays, due to human alteration of landscape, the word suitable should 
be interpreted with caution. In my opinion, this is more “the best of the bad job” than purely good habitat quality. 
For convenience, I will use “habitat suitability” in this sense.
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Large carnivores are generally sensitive to human disturbance. Humans have been and still 

are their main cause of mortality (see Box 1, Woodroffe & Ginsberg, 1998), particularly for 

populations living in small areas surrounded by high human density and infrastructures. As 

mortality is often a critical population parameter for those species with low reproductive rates, 

they might be strongly affected by human presence.  

After avoiding extinction in some countries of Europe (see Box 2), the brown bear is now 

recovering in some parts of its former range. Interestingly, these populations occur in areas with 

different environmental characteristics and differentially affected by human land 

transformations. The Scandinavian population is no longer threatened with extinction (around 

2900 individuals) and is expanding mainly in forested areas heavily managed by forestry (which 

creates open lands) and with relatively low human densities. At the opposite extreme, the 

Pyrenean population is endangered (around 20 individuals left) and occurs in areas of higher 

elevation, with little forestry but surrounded with areas with high human densities. About in 

between, the Cantabrian Mountains population lives in similar habitats as the Pyrenean brown 

bear, but is slowly recovering from the brink of extinction, although it is still considered to be 

endangered (110 – 150 individuals). 

Box 1. Humans and large carnivores  

During past centuries, large carnivores have been persecuted by humans and their populations have 
suffered dramatic reductions worldwide (Linnell, Swenson & Andersen, 2001). They were 
exterminated in most of the western countries of Europe in the 18th and 19th centuries (Enserink & 
Vogel, 2006). At the same time, the human-induced reduction of their habitat quickened their decline 
(Breitenmoser, 1998; Linnell et al., 2001). Recently however, “carnivores have been making a come 
back” (Enserink & Vogel, 2006), particularly in several European countries. Indeed, in the 1970s 
strong policies for conservation of biodiversity restricted hunting and removed bounties for killing 
carnivores, which helped the natural recovery of carnivore populations in Europe (Breitenmoser, 
1998). However, their conservation in human-used landscapes remains challenging for two reasons. 
First, people’s attitude towards carnivores is not always positive, because of their potential depredation 
on livestock, the competition for resources (e.g. game species), and/or the ancestral fear they have 
(Breitenmoser, 1998). Therefore, their conservation not only relies on scientific aspects but also on 
politics and public relations (Linnell et al., 2001). Second, they require considerable spatial areas, as 
one single home range may encompass extensive expanses of landscape (Noss et al., 1996; Schadt et 
al., 2002). The preservation of their habitat is therefore challenging in the actual context of human-
caused habitat reduction and fragmentation, because of the increasing proximity between carnivores 
and humans (Treves & Karanth, 2003). Maintaining sufficient protected landscapes therefore requires 
knowledge about the relationships between these species and their environments and the evaluation 
of human influence on their distribution and movements. 
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Box 2. The “fall and rise” of the brown bear  

Even if the brown bear (Ursus arctos) is currently not threatened with extinction, its distribution 
and numbers decreased considerably during the 19th century, particularly in North America and 
Europe. About 50% of brown bear populations have declined since 1800 due to humans (overhunting 
and habitat loss), resulting in small and isolated populations (Servheen, 1990; Breitenmoser, 1998). In 
1970, the species became protected at the international level by the Washington convention and was 
classified as an “endangered species” in 1976 by the International Union for Conservation of Nature 
(IUCN). Nowadays, the species is not threatened with extinction, because some of the remaining 
populations are expanding (e.g. Canada, Russia, Alaska, northern and eastern Europe). It therefore 
has been classified in IUCN’s “Least concern” category.

Although the brown bear formerly occurred throughout all Europe, it has disappeared 
progressively from most areas due to human growth and activities (Breitenmoser, 1998; Zedrosser et 
al., 2001, Figure 2). After its protection by the Bern Convention in 1984, several countries launched 
restoration programs for the brown bear with the financial assistance of the European Union (Austria, 
France, Spain, Italy, Greece). Some of the European populations are now expanding (e.g. 
Scandinavia), but bears still face the human threats, both direct (e.g. poaching) and indirect (e.g. 
habitat degradation and reduction, increase human access to their habitats, isolation of habitats and 
therefore populations). Brown bear conservation therefore relies on their integration into human land 
use (Noss et al., 1996; Breitenmoser, 1998; Linnell et al., 2001) and therefore on the anticipation of 
potential human-bear conflicts. Assessment of bear habitat requirements and evaluation of human 
impacts on their distribution and behaviors are therefore required for a knowledge-based protection 
and management of this species. 

A = Appenine Mountains population 
APD = Alps–Dinaric–Pindos population 
CM = Carpathian Mountains population 
CP = Central Pyrenees population 
EC = Eastern Cantabrian Mountains population 
NE = North Eastern Europe population 
RR = Rila–Rodope Mountains population 
S = Scandinavia population 
SA = Southern Alps population 
SP = Stara Planina Mountains population 
WC = Western Cantabrian Mountains population 
WP = Western Pyrenees population

Figure I: Actual distribution of brown bear in Europe, after Zedrosser (2001). 
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This thesis work is within the general context of habitat selection, in the disciplines of 

ecology and conservation biology, although I also discuss evolutionary consequences. In this 

Introduction, I clarify and discuss some of the inherent concepts of habitat selection, beginning 

first with the debated definition of the habitat concept. As animal movement is intimately linked 

to habitat selection (movement is the mechanism allowing individuals to choose their habitat in 

space and time), I also present a brief review of animal movement ecology, and especially its link 

to habitat selection. Then, I present detailed objectives of my work in the light of the theory I 

have presented.

To further discuss the choice of brown bear as model, I present the species’ ecology and the 

biology of each studied population (Scandinavian, Cantabrian and Pyrenean) in Material & 

Methods. In the section Main results and Discussion, I synthesize and discuss the results 

reported in the scientific papers, book chapters and thesis chapters (listed above) that form this 

thesis and present perspectives for further research following this thesis in Perspectives.
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THEORETICAL FRAMEWORK

Habitat selection theory 

The patterns of populations’ distribution in their environments are the result of processes 

occurring at different spatial scales. Individual choice of environmental characteristics is one of 

the driving forces that operates at a fine scale (Turchin, 1998). This individual choice is inherent 

to the concept of habitat selection, defined by Johnson (1980) as “the process by which an 

animal chooses which habitat components to use”. Although this definition refers to the 

selection of habitat components, it can be broadened to the concept of habitat, which needs to 

be defined and clarified before developing the habitat selection concept further.

The concept of habitat 

Though the concept of habitat is fundamental in ecology, it lacks a clear and consistent 

definition, despite numerous efforts to unify it (Whittaker, Levin & Root, 1973; Hall, Krausman 

& Morrison, 1997; Morris, 2003; Kearney, 2006), and its usefulness is even sometimes 

controversial (Mitchell, 2005). Basically, this term is often used to describe the physical 

environment of species, populations or individuals at different spatial scales. Habitat is 

sometimes considered only as a description of the physical nature of a place (abiotic and biotic) 

where an organism lives or potentially can live (Kearney, 2006; Morrison, Marcot & Mannan, 

2006). Sometimes the definition of habitat includes the notions of species/population 

persistence or individual survival and reproduction (Whittaker et al., 1973; Hall et al., 1997; 

Morris, 2003). However, there is still a consensus toward the organism-specific property of the 

habitat, because it relates the presence of a species, a population, or individuals to the physical 

and biological characteristics of an area (Hall et al., 1997). In my opinion, the definition of this 

concept depends largely on the context within which it is employed. When we are talking about 

a species’ habitat (or population or individual) in an evolutionary perspective, it is evident to me 

that habitat should include individual fitness or species/population persistence. In this context, 

the answer of the question: “What is the habitat of this species?” implicitly includes the notion 

of “good” habitat in which the species can persist. However, habitat selection studies rarely 

consider or measure any fitness component (but see McLoughlin et al., 2007),  because it is 

difficult to relate such measures to habitat for wildlife. Indeed, researchers traditionally describe 
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a species’ habitat by relating the presence of individuals, a population, or a species to the 

characteristics of an area, assuming that its presence is a good proxy for habitat quality. In this 

context, the concept of habitat is employed in a more spatial sense. For example, let us consider 

a population in a source–sink dynamic (for details see Pulliam, 1988), where the population 

source (for which local reproduction is higher than local mortality) lives in an area with different 

environmental characteristics than the the population sink (for which local reproduction fails to 

keep pace with local mortality). Without the population source, the population sink would not 

persist. Therefore, the area where the population sink lives (often referred to as “sink habitat”) 

would not be a “habitat” of the species in the context of the persistence or performance 

definition.   

It is probably impossible to unify this concept, so we should rather define the concept of 

habitat specifically before each study, according to the context. In this thesis, I did not use 

measurements of performance or fitness, either because it was not the focus of the analyses, or 

because I did not have the necessary data. I think the idea of species persistence or performance 

should be expressed in the underlying concept of habitat quality, “the ability of the environment 

to provide conditions appropriate for individual and population persistence” (Hall et al., 1997), 

which I develop more in the following section. In this context, sink habitats are still habitats, but 

of poor quality, inducing high mortality or low reproduction. I would therefore prefer a 

definition of habitat that does not include the notion of persistence, but rather physical and 

biological characteristics of an area where a species (or population or individual) can live. 

However, I prefer to borrow part of the definition provided by Whittaker (1973), who stressed 

the multivariate property of a habitat: “The m variables of physical [biological] and chemical 

environment that form spatial gradients in a landscape or area defined as axes in a habitat hyperspace. The 

part of this hyperspace a given species occupies [at a particular scale of space and time] is its habitat 

hypervolume”. This definition is pretty close to the definition of the ecological niche (see the 

following section and Figure 1). We therefore try to interpret habitat choice of animals without 

inferring about habitat quality (except for Paper V, where we used the source-sink theory).   

Following this definition, a habitat patch (or type) will describe a subset of the species’ 

habitat, i.e. a particular combination of the habitat components (any habitat variables) 

constituting the species habitat. According to the question of interest, habitat variables can be 

referred to as environmental variables (e.g. elevation, vegetation type, weather conditions), but 
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also can integrate conspecifics (e.g. density of population) or other species (e.g. density of prey for 

a predator). The term patch often is used to describe delimited areas containing a limited 

quantity of resource that are aggregated in a larger resource-poor environment (Cezilly & 

Benhamou, 1996). These concepts can be used for different entities, such as species, 

populations, individuals, or even communities. 

The concept of the ecological niche 

This concept also suffers from the lack of a unified definition and is often confused with the 

concept of habitat. It was first developed by Grinnell (1917) to refer to all the environmental 

characteristics that allow a species to survive and reproduce (note the similarity with the 

aforementioned habitat definition from e.g. Hall et al., 1997). Latter on, Elton (1927) 

introduced the functional role of the species within its community in his new definition of the 

concept. Those authors are behind the past and current controversies. Should we consider the 

impact of the species on its environment and community or just the effect of environment on 

the species, i.e. the effect of the limiting factors1 on the species? This also depends on the 

context. In his famous seminal paper from 1957, Hutchinson formalized the niche concept with 

a geometrical model. He defined the niche as the hypervolume in the multivariate space of 

environmental variables (the ecological space; Figure 2) where a species can persist (Figure 1). 

Hence, this definition does not require a mechanistic relationship between the niche dimension 

and the organism, but stresses the range of environmental conditions necessary for the species’ 

persistence, i.e. the Grinnellian niche (which is similar to the concept of habitat). In this context, 

the ecological niche represents the entity’s position in the range of environmental conditions, 

each dimension of the niche therefore corresponding to a subset of this range potentially or 

actually important for it. Hutchinson however recognized the potential role of the species in its 

community by describing two types of niches: the fundamental niche and the realized niche.

The first term corresponds to the niche that would be occupied by a species without 

competition. However, the fundamental niche is rarely seen in nature, as the ecosystems are 

made up of species assemblages that coexist and interact with one another. Therefore, the 

presence of a species does not necessarily indicate the optimal habitat, but is the result of the 

combination between habitat quality and intra- and interspecific competition for limiting 

1 Limiting factors are “any processes [or factors] that quantifiably affect population growth” (Messier 1991), such as 
particular food resources, shelters, or weather conditions.  
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resources and interferences in resources access (Van Horne, 1983; Araujo & Guisan, 2006; 

Soberon, 2007). The second term takes those interactions into account and refers to the actual 

distribution of the species in its environment, given the presence of competitors, and therefore 

always is assumed to be narrower than the fundamental niche. This concept brings us to the idea 

of niche partitioning, the mechanism that allows species living in the same biotope1 to coexist 

(Rosenzweig, 1981). As a result of competitive exclusion (Gause, 1934), two or more species that 

have similar requirements and use the same limiting factors living in the same area can modify 

their use of resources (at least on of the species, Gause, 1934; Rosenzweig, 1981), although this 

idea is controversial in the literature (Araujo & Guisan, 2006). The concepts of realized and 

fundamental niche are often confused in the literature (see Soberon, 2007) and the usefulness of 

their distinction debated (Araujo & Guisan, 2006). 

I will not enter into the debate about the inclusion of the functional role of a species in the 

concept, but I wish to clarify the way I used it in this thesis. I used the approach of Hutchinson, 

because it is intimately linked to the concept of habitat (whatever the definition of habitat is, 

both rely upon the relationship between a species and the environmental characteristics).

Figure 1: Schematic representation of the ecological niche. The black arrows represent environmental 
variables (e.g. elevation, forest cover), therefore the ecological space. The dark gray ellipse corresponds to 
the values of these variables that are available to the species (or population or individuals). The light gray 
ellipse corresponds to the range of values used by the species, i.e. its ecological niche. 

Although the concepts of ecological niche and habitat are both related to ecological space, 

they often are related to geographical space (Figure 2.2, Calenge, 2005; Araujo & Guisan, 2006). 

Indeed, the study of the entity’s location in its geographical space allows the identification of its 

1 A biotope is a physical area with uniform environmental conditions where a specific assemblage of plants and 
animals lives.
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ecological properties and the association of ecological properties to spatially explicit factors 

leading to the potential distribution of the species (Araujo & Guisan, 2006). Several methods 

aiming at relating the species distribution to its environment have been developed in the 

framework of this concept (Hirzel et al., 2002; Calenge, Dufour & Maillard, 2005a; Basille et al., 

2008; Calenge & Basille, 2008; Calenge et al., 2008). Some of these methods use two interesting 

niche properties: species marginality and specialization. Marginality is the position of the species 

in the available environmental gradients. It therefore refers to the niche eccentricity compared to 

the range of environmental components (Calenge et al., 2005a). Therefore, a marginal species 

will be located in more atypical environmental conditions (extreme values of a variable gradient), 

whereas nonmarginal species will use average environmental conditions. Specialization is the 

width of the niche, i.e. the species’ degree of tolerance to the environmental gradient. The larger 

the niche, the more the species is tolerant; the narrower the niche, the more the species is 

specific to some resources. These concepts are particularly useful in describing and quantifying 

the relationship between a species and the environment available to it. In recent years, numerous 

analyses have been developed based on ecological niche estimation (Guisan & Zimmermann, 

2000; Calenge & Basille, 2008). Although this concept has been developed and used at the 

species or population level, it can also be generalized to the individual level.  

Figure 2: (a) Geographical and (b) ecological space. The location (often with two coordinates in the space: 
longitude and latitude) of a species often is used to analyze its ecological properties in the ecological space 
of environmental variables (E1 to E3). Adapted from CALENGE (2005). 
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Habitat selection: a hierarchical process 

As stated previously, habitat selection is one of the processes that determines the distribution of 

species and populations across landscapes. The related theory has therefore received considerable 

attention (Morrison et al., 2006). Habitat selection has been defined as a hierarchical process 

that involves a series of decisions by individuals, innate or learned, about their habitat (Johnson 

1980, Hall et al. 1997). It is well known that ecological mechanisms in general are scale 

dependent (Wiens, 1989; Levin, 1992) and mechanisms determining the search for resources by 

individuals therefore depend on the spatial and temporal scale (Orians & Wittenberger, 1991; 

Levin, 1992). Scales of selection are intimately linked, because fine-scale behaviors are 

constrained by the large-scale distribution of the population, whereas large-scale distribution 

patterns could result from individual behavioral processes at finer scales. To clarify these 

hierarchical processes, Johnson (1980) defined four orders of selection. The first-order selection

corresponds to the geographical range of a species. The second-order selection is the process of 

home range establishment within this distributional area. The third-order selection is the 

selection of particular habitat components within individual home range, and the fourth-order

selection is the process of food procurement within these habitat components (Figure 3).    

Habitat selection processes arise from different motivations according to spatial and 

temporal scales and organisational levels (species, population, individuals) and are therefore not 

similar (see Figure 3). For example, the geographical range of a species can be ascertained by 

species life-history, global change of the climate and the environment, etc, which operate at large 

temporal scales. However, mechanisms of home range establishment are determined by annual 

or seasonal requirements of the individuals. At an even smaller spatial scale, habitat selection is 

related to individual daily cycles and states. As a consequence, habitat selection is not necessarily 

congruent across scales and may yield different patterns (Wiens, 1989). A thorough 

understanding of the species’ ecology and dynamics therefore requires a multi-scale approach.  

Since several authors have highlighted the importance of spatial and temporal scales in 

habitat selection studies (Johnson, 1980; Orians & Wittenberger, 1991), many studies 

investigated multi-scale habitat selection (e.g. McLoughlin & Ferguson, 2000; Rolstad, Løken & 

Rolstad, 2000; McLoughlin et al., 2002; McLoughlin et al., 2004; Nikula, Heikkinen & Helle, 

2004; Ciarniello et al., 2007). However, there is still a lack of global theory on this hierarchical 

aspect of habitat selection (but see Rettie & Messier, 2000).   
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Figure 3: Relationships between spatial and temporal scales in habitat selection. Roman numbers 
corresponds to orders of selection defined by Johnson (1980). Dashed ellipses represent examples of 
processes involving habitat selection. Processes occurring at the individual level influence population 
process which themselves influence evolutionary processes at the species level (arrows). Adapted from 
George & Zack (2001) and Wallin et al. (1992).

Rettie & Messier (2000) were the first to attempt to develop a predictive theory about this 

hierarchical process, trying to synthesize what should be selected at each scale. They suggested 

that there might be a direct relationship between limiting factors and the scale of selection, with 

the most important limiting factor driving behavior at coarser spatial and temporal scales. Then, 

a limiting factor should continue to dominate selective use at successive scales until it no longer 

is limiting. Although this is an appealing approach, it lacks theoretical development. Several 

studies also have not supported this theory, finding the reverse pattern of selection across 

investigated scales (Morin, Berteaux & Klvana, 2005; Gustine et al., 2006). In my opinion, a 

weakness of this theory lies in the idea of ranking limiting factors. Rettie & Messier (2000) 

indeed consider that “a limiting factor should continue to dominate selective behavior at successively finer 
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scales until it becomes less important than the next most important limiting factor”. However, several 

factors can act simultaneously on individual behavior and fitness, and a factor selected for or 

against at large spatial scale (e.g. predation risk) can still be important at finer scales, even if a 

new limiting factor impacts an individual (e.g. food resource). Indeed, individuals are usually in 

trade-off situations and habitats that provide shelter are often different from those that provide 

food resources. Dussault et al. (2005) reported a trade-off among three potentially limiting 

factors by moose (Alces alces), which react to them similarly at each investigated scale, so they did 

not find a clear correspondence between the hierarchy of limiting factors and spatial scales.    

Another potential weakness of their theory is that they did not account for the variability of 

limiting factors, which can have strong impact on selective behaviors (Van Moorter, 2008). 

Despite this weakness, this is an interesting first approach that needs more investigation and 

theoretical development. 

Habitat quality and performance 

Habitat selection is the process by which individuals choose particular habitats among different 

available habitats at a given spatial and temporal scale. The evolutionary importance of habitat 

selection therefore lies in the spatial and temporal heterogeneity of the environment and in the 

capacity of individuals to choose the habitats that provide the necessary resources and conditions 

(e.g. food, shelter, mates) that allow individuals to survive and reproduce (Manly et al., 2002). In 

a homogenous environment, animals would not need to make particular choice concerning their 

habitat, because the resources would be equally distributed in the landscape. However, in 

heterogeneous environments, where resources are patchily distributed and of various qualities, 

individual choices are crucial, because they partly determine their fitness, but also the 

population’s dynamics. Individual fitness will vary depending on habitat composition and spatial 

and temporal heterogeneity hence leads to variations in habitat quality for individuals or for a 

given species. The habitat quality therefore refers to the availability of resources, possibly 

balanced by risk (e.g. areas with predators, Cowlishaw, 1997). This notion is a relative view of 

habitat. For example, at the individual scale, a good habitat is a habitat in which the average 

fitness will be higher than the average fitness of individuals living in habitat of lower quality 

(Fretwell & Lucas, 1970). At the population scale, population performance (e.g. estimated by its 

reproductive rate ) may also vary according to differential habitat quality. 
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The way animals select their habitats therefore should have been optimized by natural 

selection. The choices of what, when, and where to forage are among the most important choices 

individuals have to make. The Optimal Foraging Theory (Stephens & Krebs, 1986) has been 

developed in this context, to refer to the strategies employed by individuals to maximize their 

fitness. They should exhibit the best optimal foraging behavior, selecting the more profitable 

food resources (high-quality patches) under the various constraints they face, such as energetic 

costs of foraging, patchy distribution of resources and predation risk while foraging (Schoener, 

1971).

However, social components may also affect relative habitat patch quality. Indeed, a habitat 

patch of high intrinsic quality may be less suitable when the density of conspecifics increases. 

Indeed, the presence of competitors for a limited resource may decrease the individual fitness in 

this patch. On the contrary, the presence of conspecifics might also have a positive influence on 

individual fitness (e.g. allowing easily detection of predators or catching a prey for species that 

hunt in groups). In evolutionary ecology, the most influential theory that relates habitat quality, 

fitness and conspecific density is the Ideal Free Distribution (IFD, Fretwell & Lucas, 1970). 

Assuming that individuals are free to move and choose any habitat type and that they have a 

good knowledge of their environments, this model predicts that individuals should distribute 

themselves among habitat patches of various quality in order to maximize their fitness. At 

equilibrium, all individuals should therefore have the same fitness. High-quality patches should 

therefore carry more individuals than less suitable patches. 

However, one assumption of the IFD is seldom observed in most wild populations; 

individuals are rarely completely free to choose the best patches. For example, a number of 

species show hierarchical relationships among individuals. Often, dominants defend high-quality 

patches, which constrains subordinates to occupy low-quality habitat patches. In this system, 

defined as Ideal Despotic Distribution (IDD, Fretwell & Lucas, 1970), individual fitness is not 

equal among habitat patches. These hierarchical relationships among individuals are often at the 

core of source-sink dynamics. Another prime assumption of the IFD model is the individual 

omniscience concerning their environment, which remains debatable. However, we can assume 

that species living in home ranges or territories have a minimum familiarity of the habitat 

composition, although there are often stochastic spatiotemporal variations in resource 

distribution.
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The concept of habitat quality is of high importance in an evolutionary context. Behaviors 

leading to the choice of high-quality habitats will be favored by natural selection. Indeed, 

individuals exhibiting these behaviors will leave, on average, more offspring to the next 

generation (Orians & Wittenberger, 1991). This is also of high interest in species conservation. 

As stated in the first paragraph, one of the major threats for a number of species is the reduction 

and fragmentation of their habitats. Understanding the relationship between species and their 

environment and defining which habitats are suitable for those species provides a solid basis for 

conservation or reintroduction programs. 

However, the actual habitat quality is often difficult to assess for wildlife species. Indeed, this 

would require measurements of relative fitness in different habitat types. Several studies have 

been conducted to assess habitat quality or suitability, but few relate habitat characteristics to 

individual fitness in the wild (but see McLoughlin et al., 2006; McLoughlin et al., 2007). Most of 

the time, habitat quality is assessed by relating the spatial distribution of abundance of a species 

to an area, assuming that individuals choose the habitats that provide the greatest conditions for 

survival and reproduction (Thomas & Taylor, 2006). However, it should be noted that density 

might sometimes not be a good proxy of habitat quality, depending on particular environmental 

characteristics (e.g. strong environmental stochasticity) or species characteristics (e.g. strong 

dominance hierarchy, Van Horne, 1983). Density, however, remains a useful index for 

estimating habitat quality and habitat selection patterns are often used as a surrogate of habitat 

quality, although the results should be interpreted cautiously (see the discussion of source-sink 

dynamics above). 

The pattern of habitat selection 

By definition, the very nature of habitat selection is dynamic (Johnson, 1980), whatever the scale 

considered. For example, Van Moorter (2008) made the parallel between the natal dispersal 

process and the patch selection process, which both involve 3 phases: leaving the area (natal area 

or food patch), searching for a new area (where to establish or where there is enough food), and 

entering a new area (adult home range or food patch). However, most habitat selection studies 

focus on the pattern resulting from this process and the concept of habitat selection often refers 

to this resulting pattern, i.e. a “snapshot” of space occupancy. I will therefore use the term 
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“habitat selection” to refer to the pattern in this thesis, and the term “habitat selection process” 

to refer to the process.

A habitat (or habitat component) is considered to be selected when it is used 

disproportionately compared to its availability (Johnson, 1980). Habitat availability refers to the 

quantity of any habitat component that is accessible to animals, and should not be confused with 

“abundance”, which only refers to the quantity of a component in the habitat (Hall et al., 1997). 

Habitat availability depends mainly on spatial and temporal scales, and on the detection capacity 

of individuals. It should be noted that this notion is very important in habitat selection studies 

and has several implications which I detail in the next paragraph. 

The study of habitat selection 

Studies of habitat selection by wildlife are increasingly carried out in different disciplines 

(evolution, ecology, conservation) to identify the environmental characteristics a species select 

for, assuming that these characteristics have been selected because they provide the best 

conditions for survival and reproduction (Thomas & Taylor, 2006). Habitat selection usually is 

investigated using data on the space use of a given species. The habitat characteristics used by the 

species are then compared to those of unused areas and more commonly of areas that are 

considered available to the species (Thomas & Taylor, 1990; Manly et al., 2002). A habitat is 

selected for when the proportion used by animals is greater than the proportion available. On 

the contrary, a habitat is said to be “avoided” when the proportion of use is less than the 

proportion available. However, as stated previously interpretations resulting from these 

comparisons require some discretion, because they are not a direct measure of habitat quality 

(which would require some measure of fitness). However, although the density of individuals 

might be a poor indicator of the habitat quality in some conditions (as discussed before, Van 

Horne, 1983), most of time it is a good proxy for the suitability (i.e. quality) of a particular area. 

Spatiotemporal scales of investigation 

As stated previously, the very nature of habitat selection is hierarchical. Different processes act at 

different spatiotemporal scales, resulting in differential habitat selection according to the scale 

considered. The characteristics of an area where a population of a given species is distributed 

(first-order selection) might not be congruent with those of habitat types in individual home 

ranges (third-order selection), because the mechanisms involved are not the same.  
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The choice of scale of investigation (e.g. geographical range of the species, population 

establishment, individual habitat selection within home ranges, etc) is crucial, because the 

inference from analyses at a particular scale is limited at this scale (Pendleton et al., 1998). 

Moreover, the importance of a particular scale may be different according to the species under 

study. For generalist species, for example, larger scales (e.g. landscape scale) might be less 

important than finer scales (e.g. selection of habitat types or resources within the home range) 

than for specialist species, for which the habitat at the geographical range might be of crucial 

importance. However, like most ecological processes, habitat selection often occurs at more than 

one scale (Levin, 1992).

Thomas & Taylor (1990) proposed different study designs for comparisons of used and 

available (or unused) habitats to account for the organism under study (population, individuals) 

and the scale of investigation. Design I is used for population level studies (1st order selection) 

when individuals are not identified. Habitat use and habitat availability are measured at the 

population level. Data are assumed to be independent (the presence at a particular site should 

not influence a presence elsewhere) and resource access equal for all individuals (they should 

therefore follow an IFD). Indices of presence (e.g. visual observation, feces, hairs) are often used 

for this design. 

Design II, III, and IV are used for individual level studies (2nd, 3rd and 4th orders selection). 

Individuals are identified (e.g. using telemetry) and use data are measured separately for each 

individual. In design II, habitat availability is the same for all individuals (e.g. composition of 

home ranges within the geographical range of the species), whereas in designs III and IV, habitat 

availability is measured independently for each individual. Habitat availability is constant over 

the study period in design III and therefore is defined by one measure (e.g. individual home 

range). In design IV, there is a temporal change in habitat availability for a given individual, 

which requires several measures of availability (one measure per individual relocation). This last 

design was created later by Erickson et al. (2001) to account for the increasing use of the new 

type of data provided by telemetry, which allows frequent relocations of animals (e.g. one 

relocation per 30 minutes). More discussion about this last design is provided in the Paper II.
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What is really available and meaningful for individuals? 

Measuring habitat availability requires accounting for two important aspects: choosing the 

biological meaningful variables for the species and the boundaries of the area we will consider 

available for analyses. The choice of habitat variables to integrate in analyses is a difficult task 

(Lennon, 1999; Guisan & Zimmermann, 2000) and should be based on a thorough knowledge 

of the species. Indeed, all the habitat variables that are limiting for the species should be 

included. However, the choice of variables often relies on logistical considerations, some 

variables being difficult to measure (Mitchell, 2005). 

As mentioned above, the choice of scale is very important and leads to the inherent problem 

of defining habitat availability. In habitat selection studies, determining what is available is 

challenging, because only animals “know” what is truly available. In theory, researchers should 

define habitat availability objectively, from the species’ point of view. This is critical for the 

interpretation of analyses, because changing the availability will change the proportion of each 

habitat component, and therefore the comparison between the proportion of usage and 

availability of this component, especially if this component is aggregated in space (Porter & 

Church, 1987). In practice however, availability is often defined subjectively, because of the 

difficulty of assessing the species’ environmental perception. For example, an area might appear 

available to a given individual, whereas interspecific interactions (e.g. presence of predators) or 

intraspecific interactions (e.g. territory defence) might prevent its use or its access, respectively. In 

some cases, the definition of availability should be reduced if the question of interest refers to 

physical components of habitat, or variables referring to conspecifics, prey, or predators should 

be included. 

The scales of selection defined by Johnson (1980) help to reduce this subjectivity, as they 

have a biological basis, but they do not completely remove this subjectivity (Erickson et al., 

2001). For example, at the scale of home range establishment in the geographical distribution of 

a species, study area boundaries often encompass the area where the population is distributed. 

Home range estimators (Mohr) are often used to describe available areas for individuals. 
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Autocorrelation in habitat selection studies 

During the last decades, telemetric tools have been increasingly used to remotely monitor 

relocations of wild animals. These developments have changed the nature of the data itself, as 

they facilitate frequent recordings of animals’ positions. Especially, the Global Positioning 

System (GPS) has helped researchers greatly following wild fauna frequently, over large periods 

of time, and at any time of the day. Individuals positions recorded in this manner are not 

independent, resulting in sequential autocorrelation in the data, i.e. position at time t will 

depend on the position recorded at time t – 1. Sequential autocorrelation in individual habitat 

selection studies may pose statistical problems and is therefore often removed or ignored. The 

first Paper (I) of this thesis will be devoted to the empirical investigation of the effect of 

autocorrelation in individual habitat selection studies and the misinterpretation that could result 

from not accounting for this autocorrelation. 

However, as stated earlier, although the very nature of habitat selection is dynamic, most 

habitat selection studies are conducted on a “snapshot” of the species’ (or population’s or 

individual’s) space occupancy, i.e. a static view of habitat selection. The use of autocorrelation in 

individual habitat selection studies might be the cornerstone of linking movement ecology (see 

following paragraphs) and habitat selection, i.e. addressing the dynamic aspect of habitat 

selection. In Paper II, we provide a review of the historical use, misuse or non-use of 

autocorrelation in individual habitat selection studies and pursue reflections and thoughts 

concerning the promising use of autocorrelation in these studies. 

Hindcasting vs. forecasting analyses 

Two kinds of analyses can be carried out to study habitat selection: hindcasting studies and 

forecasting studies (Calenge, Dufour & Maillard, 2005b; Morrison et al., 2006). Hindcasting 

studies aim to identify the key habitat variables for populations or individuals, whereas 

forecasting studies aim at predicting species’ habitat use. The latter type of studies are carried out 

to model the habitat variables influencing the species’ distribution and can be used to predict 

species distribution on the same area (e.g. to predict the expansion of a population) or in very 

different areas (e.g. to predict distribution of a species in an area where no use data are available, 

Schadt et al., 2002). Statistical analyses used for forecasting studies (e.g. Resource Selection 

Function, RSF, Manly et al., 2002) preferentially include a limited number of habitat variables, 
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because it increases the predictive power of the model (see Calenge, 2005). As a consequence, it 

is assumed that the habitat variables included in the model are those of high interest for the 

species, requiring important a priori knowledge of species’ requirements (Boyce & McDonald, 

1999). Therefore, hindcasting studies should precede forecasting studies, as they enable the 

determination of habitat variables that have biological relevance for the species under study 

among a large set of habitat variables, because there are fewer restrictions on the number of 

variables that can be integrated into the model. Particularly, numerous hindcasting studies have 

been developed based on the concept of ecological niche formalized by Hutchinson in 1957 

(Calenge, 2005). Several methods based on factorial analyses have recently been developed by 

Calenge (2005b; 2006; 2008).

Individual movement: the mechanism of habitat selection 

It is important to link observed patterns in animal ecology to the underlying processes involved, 

as one pattern can be the result of different processes occurring at different spatial scales. 

Obtaining thorough insights into ecological patterns therefore require the study of underlying 

processes. A key challenge is therefore linking processes to patterns at different spatial scales 

(Levin, 1992).

Animal movement ecology  

Most ecological and evolutionary processes involve individual movements, defined by Turchin 

(1998) as “the process by which individual organisms are displaced in space over time”. Although 

for some species movement is a passive mechanism (e.g. seed dispersal), for most animal species, 

movement is driven by individuals. Movement is fundamental to individual and population 

dynamics, as it is the mechanism allowing individuals to meet their basic requirements. Indeed, 

movement is the process by which individuals respond to both short-term requirements (e.g. 

searching for food or for mates, escaping from predator) and long-term requirements (e.g. 

avoidance of intra-specific competition, inbreeding). Survival and reproduction are therefore 

linked intimately to movement strategies, which therefore should be driven by natural selection 

(Fahrig, 2007). 

Despite its importance in evolutionary ecology, there is a lack of a unifying theory of 

movement ecology, as stressed by Holyoak et al. (2008). Most of existing theories about 
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movement focus on a particular biological context, such as dispersal movements, foraging 

movements or migration movements. There are few studies investigating animal movement as a 

whole and over long periods of time (e.g. daily movements of individuals). This is challenging to 

document for wildlife, but the advances of new technology (e.g. GPS) nowadays facilitate the 

accurate recording of animal trajectories over time.

Also, movement studies often are isolated in sub-disciplines focusing on particular 

phenomena (Mueller & Fagan, 2008), such as the effect of landscape heterogeneity on 

movements (e.g. Morales & Ellner, 2002), navigational capacity of individuals (e.g. Benhamou, 

1989; Benhamou, Bovet & Poucet, 1995), or search strategies (e.g. Bergman, 2000). As stated by 

Nathan et al. (2008), this lack of a cohesive framework entails overspecialization, which has led 

to the development of a plethora of analytical tools in each subdiscipline. Only recently, have 

attempts been made to develop theoretical guidelines for the study of animal movement ecology 

(Mueller & Fagan, 2008) or even “organismal1 movement ecology” (Nathan et al., 2008). For 

example, Nathan et al. (2008) proposed a conceptual framework in an attempt to unify 

movement research (whatever the taxonomic group of mobile organisms). They suggested an 

integrated approach of movement ecology based on three basic components related to 

individual; internal state, motion capacity, and navigation capacity (see Nathan et al., 2008 for 

more details). 

Individual movement and habitat selection 

Animal movement is the fundamental process that allows individuals to make choices 

concerning the exploitation of resources (Schoener, 1971; Stephens & Krebs, 1986; Bell, 1991) 

at different spatial scales (e.g. dispersal, foraging) as it relates individuals to their environment. 

This is therefore a key process, because it will influence the fitness of mobile individuals 

(Schooley & Wiens, 2003; Austin, Bowen & McMillan, 2004). Indeed, in heterogeneous and 

variable environments, movement enables animals to change environmental conditions 

according to their requirements. For example, in seasonal environments, when food availability 

and quality as well as climatic conditions may vary, mobile animals migrate to find better 

weather or resources. At a small spatial scale, when food resources are patchily distributed over 

1 The authors employed the word “organismal” to refer to all taxonomic groups capable of movements (active or 
passive)  
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the landscape, animals may move from low-quality patches (e.g. after depletion of the patch) to 

high-quality patches. Also, the quality of a same habitat (or habitat patch) might be perceived

differentially according to animal requirements. Indeed, food resources and shelters (e.g. 

protection from heat or predators) are often spatially disconnected, which leads animals to make 

trade-offs between habitat types, moving from one habitat type to another according to their 

activity and requirements. Animal movement and habitat selection therefore are intimately 

linked, movement being the key mechanism underlying the habitat selection pattern (Figure 4). 
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Figure 4: Conceptual scheme of the habitat selection process at the individual level. This process involves three 
phases that are shown in bold black, with some examples. Factors that can affect individual motivation and 
movement are shown in gray. Examples shown here are proximal causes of habitat selection process. However, 
ultimate causes, for example increasing fitness by avoiding proximity with related individuals, also induce habitat 
selection process, through the process of dispersal.
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Individual movements and optimal search 

In heterogeneous landscapes, mobile animals are able to make choices about when to move, 

where to move and how to move. This ability gives rise to different movement strategies, 

allowing individuals to increase their fitness by balancing the costs and benefits of movement. 

The costs and benefits of movement may differ according to different factors, such as internal 

state (e.g. hunger, search for reproductive partner) and external factors (e.g. habitat type, 

climate), and movement patterns should be under selective pressure. 

 As stated previously, movement is valuable when resources are distributed patchily and are 

depletable, because it allows access to resource patches. In this type of environment, we can 

distinguish two processes in search behavior: the location of patches and use of resources within 

patches (Bell, 1991). When searching for patches of resources, straighter and faster movements 

should be optimal to increase the probability to find new patches (REF). Similarly, searching for 

mates should be optimized by straighter and faster movement (Duvall & Schuett, 1997). The 

same mechanisms should occur at a larger scale, for the process of dispersal (natal dispersal or 

reproductive dispersal), where movements allow exchange between subpopulations, or for the 

process of migration, when species living in seasonal environment must find more suitable areas. 

In both cases, it has been reported that movement should be straighter and longer to increase 

search efficiency. On the contrary, animals should exhibit tortuous and slow movements in high-

quality patches to stay in these patches longer. 

However, movement entails two main costs for animals. First, as the time spent moving 

increases, the associated energetic costs increase. As such, animals with lower body conditions 

should exhibit slower and shorter movements. The second cost is the mortality risk due to the 

increasing exposure to predators or negative interactions (see Fahrig, 2007). This cost has 

essentially been reported in the context of dispersal (Baker & Rao, 2004), but the mechanisms 

should be similar at smaller scales. When searching for resources at small scales, moving across 

open areas (which increases the probability of being detected) or human-altered areas (e.g. roads) 

might increase the mortality risk. Animals should therefore balance the benefits (e.g. food access, 

mates) and risks (e.g. energy expended, risk of predation, time taken away from other activities) 

of movements (Bell, 1991). 
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Search efficiency depends on the species’ ability to move, its knowledge of the environment, 

and the spatial arrangement of the landscape (Bell, 1991). Indeed, movement capacities of 

species can differ in various ways. First, they might exhibit different navigational abilities, namely 

the capacity to orient themselves in the landscape. Some species can use environmental cues to 

do so and the species that is better able to gather and use environmental information should 

exhibit more oriented movement patterns, and therefore more efficient search patterns. For 

example, when searching for mates, a species that is able to detect conspecifics might orient its 

movement toward the detected target. Second, the mobility of species might also differ and those 

that can move faster might find new patches of food more quickly. Third, some species might 

have a better knowledge and perception of their environment and might use memory (e.g. to 

find food resources in their home range). This memory effect should also lead to more oriented 

(therefore straighter) movement patterns and therefore to more efficient searching. Moreover, in 

heterogeneous landscapes, where patches are far from each other, species with smaller perception 

ranges might not detect targets easily. Therefore, instead of moving between two patches of food 

resources, for example, they will also have to search for the other patch. As a lower perception 

range also leads to higher mortality risk, these species will tend to stay in patches longer, instead 

of leaving the patch when it becomes less suitable, compared to a new patch (Lima & Zollner, 

1996). However, it is often difficult for the researcher to assess the perception capacity of 

animals. The landscape also might affect movement. Habitat fragmentation might create 

disconnected patches of good habitat, separated by a more or less suitable matrix habitat. 

Animals might therefore spend more time searching for resources if resource-rich patches are 

scarce rather than in homogeneous habitats where resources would be evenly distributed.  

In the context of OFT, animals are often assumed to have a perfect knowledge of their 

environment. Therefore they are supposed to direct their movement towards patches of 

resources efficiently. However, when animals do not have knowledge of their environment, 

they will exhibit random search movements. 

The study of individual movements 

In this section I provide a brief introduction to individual movement analyses. More details and 

figures are provided in Papers IV and V.

Although the very nature of animal movement is continuous, their field observations are 

often discrete estimations based on individual relocations taken at different times (e.g. GPS 
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relocations). This results in a discrete representation of the animal’s trajectory (or movement

path). The succession of relocations describes steps and the succession of steps forms the 

estimated trajectory. Several parameters can then be used to characterize such a trajectory. The 

most widely used parameters are the distance between relocations (d), the relative angles ( ), and 

the net square displacement (i.e. the total distance traveled in a straight line, noted R²n). See 

Papers I and II for more details. 

Several approaches have been used to analyze and model animal movements. Generally, 

animal trajectories are compared with null models in order to obtain insights about optimal 

search strategies (Viswanathan et al., 1999; Mårell, Ball & Hofgaard, 2002). Departure from 

theoretical models is then examined and allows extrapolation to mechanisms underlying 

movement behavior. However, these studies are usually carried out at a small-time scale (e.g. 

small movement bouts corresponding to foraging movements), because these models tend to fail 

when considering long-time scale movements (e.g. tracking of animals during several months). 

When the time lag between relocations is low, the trajectory includes all possible behaviors that 

affect characteristics of the movement (Firle et al., 1998; Morales & Ellner, 2002), which leads to 

a mixture of different movement models (Morales et al., 2004). 
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OBJECTIVES OF THE THESIS

Paper I and II are devoted to methodological considerations, particularly on the use of 

autocorrelation in habitat selection studies. The biological aims of this thesis cover hierarchical 

habitat selection, movement and conservation biology, and are presented in Paper III to V.

Papers I and II were dedicated to the influence of sequential autocorrelation of individual 

relocations in individual habitat selection studies. Paper I is an empirical study of the 

misinterpretation of results of habitat selection studies when not taking autocorrelation into 

account. In Paper II, we further discuss its use in individual habitat selection studies and the 

promising avenues of combining movement (through the use of autocorrelation) and habitat 

selection to obtain insights in behavioral processes involved in habitat selection.  

The first biological aim of this thesis (Paper III) was to study hierarchical habitat selection in 

the Scandinavian brown bear population. Particularly, the objective was to assess the influence of 

habitat variables, including human-influence variables, at different spatial scales in the light of 

the theory of Rettie & Messier (2000). Are habitat variables influencing bear habitat selection in 

the same way across scales? We further discuss the implications of the results in terms of 

management of the population. 

In the same population, we were interested in studying factors that drive females’ movements 

in the light of the optimal search theory (Paper IV). We therefore studied internal (seasonal 

requirements, reproductive status) and environmental factors (such as vegetation types, human 

disturbance, or climate factors) that can affect females’ movement strategies. 

The Paper V covers habitat use by Pyrenean brown bears at a large spatial scale (population 

level) and has a more applied purpose. The first part of this paper aims to identify and model 

general patterns of brown bear habitat selection on two European populations: the Pyrenean 

population and the Cantabrian population (Spain). The second part deals with a more local 

habitat selection and the identification of suitable habitats in the Pyrenees with a habitat 

suitability map. The results serve as a tool for helping decision makers in the conservation and 

management of the Pyrenean population. 
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MATERIAL & METHODS

THE MODEL SPECIES

The brown bear is a large carnivore that uses large home ranges. It is sexually dimorphic, adult 

males being 1.2-2.2 times larger than females (140-320 kg for males and 100-200 kg for females, 

Swenson et al., 2007a). Adult males’ home ranges are larger than those of females and often 

overlap several female home ranges. Brown bears exhibit male-biased dispersal. Females may 

also disperse, but they usually establish in or adjacent to their mother’s home range. In 

Scandinavia, matrilinear assemblages occupying exclusive areas have been identified (Støen et 

al., 2005). Home ranges of related females often overlap, but those of unrelated females rarely 

do (Støen et al., 2005). 

Bears are usually active from April to October. They pass through different physiological 

stages during the year: exhibiting 3-7 months of winter dormancy without eating, drinking, 

defecating, or urinating; after den emergence in the spring, they exhibit low food intake 

(hypophagia); then they exhibit a stage of normal activity in summer; and they show a high food 

intake (hyperphagia) in autumn before entering the den. They have an omnivorous diet, usually 

eating green vegetation, such as forbs and graminoids in spring and early summer. Ants may 

also be an important food, especially in spring. Bears switch to berries and fruits (soft mast) 

when they ripen. Later in autumn, they may consume large amounts of hard mast like acorns 

(Quercus), beechnuts (Fagus), and chestnuts (Castanea) where they are available. In northern 

latitudes, hard mast is lacking and bears mainly eat large amounts of berries to fatten. Bears in 

southern Europe make extensive use of hard masts, as well as berries and large soft mast. Bears 

may also hunt prey; they kill about 25% of the moose calves in central Sweden in May to early 

June (Swenson et al., 2007b).

The brown bear is a solitary species with a polygamous mating system. The age of 

primiparity varies from 4 to 6 years (McLellan 1994, Zedrosser et al. 2004). During the mating 

season (in spring), males may mate with several females and females may mate with several 

males.  Multiple paternities in litters have been documented (Bellemain, Swenson & Taberlet, 

2006). Implantation is delayed until late November and females give birth to 1-4 small (0.5 kg) 
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helpless cubs during denning in January to March. There is no paternal care; young follow their 

mother for 1.4 to 3.5 years (McLellan, 1994). Females do not mate until their offspring are 

weaned, which results in long and variable interbirth intervals. Usually, they separate from 

them prior to, or early in, the mating season (Dahle & Swenson, 2003a). Female bears are 

induced ovulators (i.e. eggs are released after behavioral, hormonal or physical stimulation). 

The loss of their litter during the mating season may therefore induce oestrus. The loss of their 

litter during the mating season may therefore induce estrus, so males may benefit from killing 

unrelated young to mate with the mother, a behavior termed sexually selected infanticide (SSI; 

Hrdy 1979).

Figure 5: Scandinavian brown bear in the forest. Photo credit: Naturetrek. 
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STUDY POPULATIONS AND DATA COLLECTION

Scandinavian population 

The Scandinavian brown bear population declined rapidly due to human persecutions 

(Swenson et al., 1995). By 1920, only about 130 individuals remained in four areas of Sweden. 

After persecution and bounties were stopped, the population started to increase and reached 

almost 2,900 individuals in 2008 (Kindberg & Swenson, 2008). The Scandinavian brown bear 

population continues to expand, both in number and geographical range. Females are present 

in the four core areas with little female exchange between subpopulations, contrary to males 

that disperse over larger areas and therefore allow genetic exchange. This population is the most 

productive population yet documented in the world (rate of increase of 10-15% per year). 

However, this population still must be monitored and there are conflicts between humans and 

this large carnivore. 

The Scandinavian Brown Bear Research Project (SBBRP) started in 1984 to obtain better 

knowledge of the brown bear population using radiotelemetry. The central goal of this project 

is to document the ecology of brown bears using management-oriented research. This project is 

a Swedish-Norvegian cooperation, with international research collaborations. The project has 

contributed significantly to the management of brown bears in Scandinavia and Europe.  

The project has two study areas located in one of the population’s northern core areas (near 

Jokkmok) and in the southernmost core area (Hälsingland-Dalarna, Figure 5). To date, more 

than 450 bears have been radio-collared, some of them followed from birth to death. Another 

important source of data comes from bears that have been killed during hunting for which 

several characteristics are recorded (location of kill, weight, age, tissue samples, etc.). In 2003, 

the project started to equip bears with GPS-collars, with a special focus on females. 

PhD and postdoctoral projects constitute the core of the research projects. The SBBRP 

provides scientific results on several major disciplines of ecology: life-history traits, population 

dynamics, genetics, space use, movements, social organization etc. An important part also 

focuses on bear-humans relationships (impact of hunting, human attitudes…). 



MATERIAL & METHODS

32

Figure 6: Representation of the four brown bear core areas in Sweden (dark orange) and the 
Scandinavian Brown Bear Research Project (SBBRP) study areas (red areas). The light orange area 
corresponds to the location of males and the red strips areas to the area where the marked bears have 
been during the study period. Source: SBBRP.

Study area 

The study was conducted in the southernmost reproductive core area of the Scandinavian 

brown bear population in Dalarna and Gävleborg counties, south-central Sweden (61°N, 15°E, 

Figure 5). The terrain is hilly and the elevation range ranges from 200 to 700 m above sea level, 

with a southeast-northwest gradient. The study area consists primarily of intensively managed 

coniferous forest (80 %) dominated by Scots pine (Pinus sylvestris) and Norway spruce (Picea

abies) and consists of patches of differently aged stands ranging from clear-cuts to 90-100-year-

old forests (Swenson et al., 1999). The remaining area is mainly composed of lakes and bogs. 

The study area is sparsely populated by humans. Human settlements (concentrated in the north 

and in the south of the study area) and high-traffic roads are rare in the study area, but isolated 

houses and low-traffic roads are evenly distributed throughout the study area. The mean 

temperature in January and July are -7° and 15°, respectively. Snow cover lasts approximately 

from late October until early May. Average precipitation is approximately 600-1,000 mm 

annually (Swenson et al., 1999). Bears are intensively hunted in the study area in the fall, 

starting from late August and last 1-2 months. 
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Figure 7: Scandinavian landscape in the southern core area of the brown bear population. Top left: 
aerial photography of the landscape showing rolling terrain and managed forest. Bottom left: shrub layer 
producing berries eaten by bears. Right: under the cover of an old coniferous forest. Photo credit: Jodie 
Martin. 

Legal harvest has been allowed in the study area and occurs in fall, from 21st of August until 

15th of October. The hunting of bears is regulated by annual quotas set by the authorities. 

Females with litters are legally protected from harvest. 

Capture, handling and data collection 

Females were darted by helicopter during spring using a remote drug delivery system (Dan-

inject®) shortly after den emergence in mid-April. The protocols for immobilization are 

detailed in Arnemo (2005). During immobilization, females were equipped with GPS-GSM 

collars (Vectronic®) scheduled to take a fix every 30 minutes (i.e. 48 relocations per day) during 

their entire active period from April to October (Dahle & Swenson, 2003b). Females followed 

by cubs of the year (hereafter referred to as female with cubs) were not captured for ethical 

reasons. However, some of the lone females equipped with GPS collars gave birth the following 

winter, which gave us the opportunity to follow these females the year of parturition. All 

capture and handling conformed to the current laws regulating the treatment of animals in 

Sweden and were approved by the appropriate Swedish ethical committee (Djuretiska nämden i 

Uppsala).
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Pyrenean population 

The Pyrenean brown bear population is considered to be as one of the most endangered in 

Western Europe. After almost becoming extinct, with a population estimated to be 6 

individuals (Camarra, 1999), the population has started to increase following a reinforcement 

program in 1996-1997 with the reintroduction of 3 adult bears from Slovenia. A second 

reintroduction program was conducted in 2006, when 4 adult females and 1 adult male were 

introduced from Slovenia. In spite of these reinforcements, the current status of the species is 

still precarious with an estimated population of about 20 individuals divided into 2 groups that 

are isolated regarding the exchange of females (Figure 8). 

The Pyrenean brown is important socially it is clear that the management strategy of such a 

species rests on economical and social factors, in addition to ecological knowledge of the 

species. In the Pyrenees, the conservation of brown bears divides public opinion. For example, 

many, but not all, sheep farmers do not favor saving brown bears and above all the 

reintroduction of new individuals, because of depredation on livestock. Indeed, in the Pyrenees 

and particularly in central Pyrenees, there are many free-ranging sheep, which are potentially 

easily accessible to bears. In western Pyrenees, sheep are breed for milk, to produce cheese, and 

are therefore parked during the night. On the other hand, many wildlife associations promote 

saving brown bears in the Pyrenees. 

In this complex socio-economico-political context, scientists must recommend solutions that 

can contribute to conserving this species. In particular, with the increase of human activity, 

involving destruction and fragmentation of prime habitats, it is necessary to obtain precise 

knowledge about habitat types that should be preserved and the best sites of release if a new 

reintroduction is decided. Maintaining habitats that meet the biological requirements of brown 

bear require the identification of suitable habitats for Pyrenean brown bears.  

The “Office National de la Chasse et de la Faune Sauvage” (ONCFS) is a French agency 

responsible for managing wildlife and its habitats. The “Centre national d’Etude et de 

Recherche Appliquée" sur les "Prédateurs et Animaux Déprédateurs" (CNERA PAD) is a unit of 

the  ONCFS responsible for scientific research on carnivores. Within this unit, the “bear 

technical team” is in charge of monitoring the Pyrenean brown bear population and providing 

knowledge on brown bear ecology, especially for conservation and management purposes. An 

extended network, including other state agencies (e.g. National Park of Pyrenees, PNP, the 
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forest management administration, Office national des Forêts, ONF) and non-governmental 

organisms (e.g. hunting associations, associations for nature protection), also helps the team to 

collect bear data on the French side of the population’s distribution (Figure 8). The ONCFS is 

also responsible for providing expertise to determine the cause of livestock deaths. If the expert 

concludes that a bear was responsible, the owner receives financial compensation from the 

State.

Figure 8: Distribution of brown bears in the Pyrenees (orange areas). There are 2 core areas, the central sub-
population (with females) and the western sub-population where only males are remaining. Source: ETO (“bear 
technical team”) 

The main (and difficult!) task of the “bear technical team” of the ONCFS is to unite 

political and scientific aspects of the management of brown bears in the Pyrenees. Several PhD 

students receive grants from the ONCFS to study specific scientific questions. I have been one 

of these students and I have been working in collaboration with the bear technical team. The 

main applied question I have been asked to work on was the identification of “suitable” 

habitats for brown bears in the Pyrenees. They asked especially to identify these areas on the 

French side of the Pyrenees. A pertinent analysis would at least encompass the whole area 

where bears are present, i.e. both sides of the Pyrenean border. Unfortunately, it has been 

difficult to obtain the data (especially habitat data) from the Spanish side, particularly because 

we had to deal with numerous people, because four separate entities are responsible for the 

management of bear data on the Spanish side. Dealing with several administrations is always 

problematic. We finally obtained the data but very late.   
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Study area 

The Pyrenees Mountains are situated on an east-west axis between France and Spain and 

extend for 430 km. The study was conducted in the Pyrenees Mountains (42° 54’’ N, 0° 36’’ E), 

and the release site was near the French-Spanish border. Topography is characterized by 

alternating big massifs and valleys with more or less steep slopes. Elevations range from 500 to 

2900 m. Over 40% of the area is forested. Forests are dominated by beech (Fagus sylvatica)

between 800 and 1600 m, silver fir (Abies alba) and mixed forests of beech and fir. Other 

dominant deciduous tree species include oak (Quercus robur, Q. pubescens), chesnut (Castanea

sativa), hazel (Corylus avellana), gean (Prunus avium), and common ash (Fraxinus excelsior) between 

800 and 1600 m and common birch (Betula pubescens) at higher elevations. Common conifers 

species are mountain-pine (Pinus uncinata), silver pine (Picea abies), and Scots pine (Pinus sylvestris)

in poorly drained areas. Above 1800 m, rhododendron (Rhododendron ferrugineum) and heather 

(Calluna vulgaris) dominate, with alpine pastures and rocks at the summits. Several ungulate 

species (Sus scrofa, Cervus elaphus, Rupicapra pyrenaica, Capreolus capreolus) are present in the 

reintroduction area. 

Mean air temperatures were 3.6 C in January and 20 C in July. Mean annual precipitation was 

115 cm, with an average of 15.9 snowy days between November and April (Meteorological 

Station of Fos, Météo France, Haute-Garonne, unpublished data). Snow usually persists from the 

middle of December to the end of March. Then, the weather was particularly mild with no snow 

and a mean temperature of 12.6 C between February and April, with a range of 5.9-17.3° C). 

The main human activities in this area are timber harvesting and associated road building and 

cow and sheep farming. Between June and October livestock, mainly sheep, are grazed in 

summer pastures. Various forms of recreational use occur in this area during summer and fall: 

hunting and fishing, day hikes, backpack trips, and mushroom picking.
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Figure 9: Brown bear in the Pyrenean landscape. Bottom right: wild forest of beech (Falgus
sylvatica).

Data collection 

We used indices of bear presence (e.g. scats, visual observation, tracks, hairs, etc.) for all 

analyses. Indices of presence are collected in two different ways: systematic collection and non-

systematic collection. Systematic collection are carried out by the “bear network” and mainly 

consisted in walking along transects to collect indices. Photographic traps, hair traps and baiting 

also are methods for collecting indices systematically. Non-systematic collection consists in 

indices collected or reported by chance (e.g. by hikers, by members of the bear technical team 

during other field work, etc.) 

Cantabrian population 

The remnant population of Cantabrian Mountains is also considered critically endangered. In 

the past, the population covered the entire Iberian Peninsula (see Naves et al. 2003). As most 

brown bear populations, this population suffered from persecution and fragmentation of their 

habitat. It has been protected since 1973 and is listed as endangered (Swenson et al. 2000). 

Today, the relict population is fragmented into two sub-populations (Figure 10) with an 

estimated size of 50-65 individuals in the west, and 20-25 in the east (Clevenger, Purroy & 

Pelton, 1992; Wiegand et al., 1998). A population viability analysis (Wiegand et al., 1998) 

performed from 1982 to 1995  revealed that the population would not be viable if the mortality 

rate remained at the level of the last years analysis and identified survival of females to be the 

most important for population recovery. As for the Pyrenean population, analyses of spatial 
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occupancy by bears and especially the impact of humans on bear spatial behavior is required for 

effective conservation of the population. 

Study area 

The study area was located on the north-western Iberian Peninsula, adjacent to the Atlantic Sea, 

and covered the entire Cantabrian Mountains. These mountains run east-west along the 

Atlantic coast with a maximum elevation of 2648 m and average elevations and gradients of 

north and south facing slopes of 700 m and 34% and 1300 m and 21% slope, respectively. The 

eastern core area of the population is found on the south facing slopes whereas the western core 

area on the north facing slopes.

Forest cover is more varied on the north facing slopes, with oaks (Quercus petraea, Q. 

pyrenaica, and Q. rotundifolia), beech (Fagus sylvatica), birch (Betula alba), and chestnut (Castanea

sativa) trees, whereas south-facing forests are dominated by deciduous durmast oaks (Q. petraea 

and Q. pyrenaica) and beech. Above 1,700–2,300 m subalpine shrubs (Juniperus communis,

Vaccinium myrtillus, V. uliginosum, and Arctostaphylos uva-ursi) dominate.   

Human densities are 12.1 and 6.1 inhabitants/km2 for the western and eastern bear 

subpopulations, respectively (see Naves et al., 2006). Due to terrain ruggedness, density of roads 

is low, 0.25 km/100 km².

Figure 10: Distribution of brown bears in the Cantabrian Mountains (red polygons). 
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Data collection 

We also used indices of presence of bears in Cantabrian Mountains. Indices were collected 

between 1982 and 1991 during systematic investigations of the distribution of brown bears in 

northern Spain (see, Naves et al., 2003). The observations were made by research teams and by 

rangers and were complimented with through interviews of local people. 

Figure 11: Landscape in Cantabrian Mountains. On the right: Cantabrian brown bear.
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MAIN RESULTS & DISCUSSION

In this thesis, I am interested in hierarchical habitat selection and movements of three brown 

bear populations located in different human-dominated landscapes. Our results provide 

insights into the fields of both ecology and conservation biology. 

AUTOCORRELATION IN HABITAT SELECTION STUDIES: A CONCERN OR 

NOT? (PAPERS I AND II)

For over ten years, most habitat selection studies have been based on telemetric data (Schoener 

1994). As stated in the Introduction, telemetric tools (e.g. VHF, GPS) have changed the nature 

of the data and brought with them new methodological considerations. Although 

autocorrelation among individuals has been well addressed by scientists, sequential 

autocorrelation of relocations issues in individual studies have been subjected to debates. Most 

of the statistical tools that have been developed to study individual habitat selection have been 

derived from second-order habitat selection (where individuals are not identified), which 

assumes data independence (see Paper II). As such, autocorrelation has often been considered 

as a problem and was often removed (by subsampling the data) or ignored. However, not taking 

this autocorrelation into account in analyses might result in a misinterpretation of tests for 

habitat selection (Paper I). Selection may appear to be stronger than it really is. Indeed, this 

autocorrelation in successive positions of animals is the result of high relocation frequency 

together with animal behaviors and their constraints. Indeed, if an animal is resting for three 

hours and if relocation frequency is one relocation every 30 minutes, six positions will have the 

same habitat attributes, although they would not correspond to real habitat selection behavior. 

In this case, there is therefore a positive autocorrelation between successive locations because 

the animal is resting. Comparing those six relocations with random independent locations 

would therefore lead to a very strong habitat selection (Paper I).
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Although researchers started to take this autocorrelation into account in habitat selection 

studies since 1996 (Arthur et al., 1996; Hjermann, 2000; Rhodes et al., 2005), few have been 

interested in the nature of autocorrelation in the data, as noted by Calenge (2005). However, 

this autocorrelation might be an interesting proxy for behavioral processes. Recently, 

nevertheless, new methods have been developed to link individual states to environmental 

characteristics (State-space models, SSM, see Patterson et al., 2008 for a review). These types of 

method might provide interesting avenues to analyze habitat selection and associated behavioral 

processes. In particular, methods designed for segmentation of trajectories might provide 

valuable tools to analyze the nature of autocorrelation. They are based on the homogeneity of 

movement parameters (e.g. speed, turning angles). Trajectories are cut so that the resulting 

pieces of trajectories no longer are autocorrelated, and the corresponding animal states might 

then be inferred. The succession of homogenous bouts can then be fitted to mixture of 

movement models (e.g. Morales et al., 2004) and provide insights on behavioural processes 

through time and space. Each piece of trajectory (and therefore animal state) can then be 

related to environmental characteristics, allowing inference on behavioural processes involved 

in habitat selection. 

HABITAT SELECTION (Paper III and V) 

Scandinavia

Habitat selection is a hierarchical process occurring at different spatial and temporal scales 

(Johnson, 1980; Orians & Wittenberger, 1991). A thorough understanding of specie’s 

ecological requirements therefore involves investigations of habitat selection at different spatial 

and temporal scales. This is particularly true for human-sensitive species with large spatial 

requirements living in human-dominated landscapes such as brown bears in Europe. Few 

studies have investigated the spatial dependence of habitat selection by brown bears, and all of 

them have been conducted in North America (McLoughlin et al., 2002; Nielsen, Boyce & 

Stenhouse, 2004a; Ciarniello et al., 2007), in very different landscapes compared to 

Scandinavia.

Rettie & Messier (2000) proposed that the most limiting factors should be avoided (or 

selected) at larger scales. Then, avoidance or selection for the next limiting factors should occur 

at finer scales. They suggested that a limiting factor should be avoided or selected until it 
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becomes less limiting than another limiting factor, which implies a ranking of these limiting 

factors. Our results support (1) the utility of such a hierarchical approach, Scandinavian brown 

bears show differential habitat selection according to scales of investigation (Paper III) and (2) 

broadly support the idea of Rettie & Messier (2000) on the relationship between spatial scale 

and importance of limiting factors. 

Bears (like most carnivores) have low reproductive rates and are sensitive to high mortality 

rates. Humans are well known to be the main cause of brown bear mortality (Wiegand et al., 

1998). As such, human density and infrastructures should be the factor that limits brown bear 

populations most, and should thereby be avoided at larger scales. Then, bears should select for 

food-rich habitats. Previous studies and this thesis documented a selection for forested areas 

with low human densities at the scale of population establishment in Scandinavia (Katajisto, 

2006) and a negative effect of roads, human density and agricultural areas in the Cantabrian 

Mountains and in the Pyrenees (Paper V). These studies are hence partly in accordance with 

Rettie & Messier’s (2000) hypothesis. However, it should be noted that at this scale, 

Scandinavian brown bears also select for forested areas, which provide food resources. There 

was no common pattern of habitat selection at the scale of home range establishment at the 

fringe of the southern core area of the Scandinavian population (Paper III). This result could 

be explained by three factors. (1) The philopatric behavior exhibited by female brown bears 

(Støen et al., 2005) might be the main driving force of female settlements near their mother. 

Støen et al. (2005) indentified matrilines that form multigenerational assemblages of related 

females occupying exclusive areas. One of the potential benefits of females being philopatric is 

the familiarity with the local area and neighbours (Støen et al., 2006). Although philopatric 

behavior of females might entail delayed primiparity, it may increase cub survival (Støen et al., 

2006). Hence, benefits resulting from settling within part of their mother’s home range might 

override the habitat composition of home range. (2) Ananother explanation would be a 

dominance hierarchy among females or even among matrilinear assemblages. Dominant 

females or matrilines might force subdominant females to occupy less suitable areas (in our 

case, with few regenerating forests and high degree of human influence). Benhamou (1998) 

pointed out the role of social relationships in spatial organization of home ranges in mammals. 

In the case of Scandinavian brown bears, social structure might supplant the choice of home 

range habitat composition. Finally, this scale of investigation might be irrelevant regarding the 

ecological requirements of brown bear. Indeed, habitat may not be particularly limiting for 
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females at this scale and may be globally suitable. When there is no strong environmental 

variability, it can be difficult to demonstrate habitat selection (Aberg et al., 2000).

In Scandinavia, brown bear selection might therefore occur at a larger scale (establishment 

of the population) and at a very fine scale (selection of habitat within their home range) as 

demonstrated in Paper III. There, we documented a common selection pattern for slopes and 

regenerating forests within individual home ranges. Regenerating forests are known to favor 

several food components of bear diet (see Paper III) and slopes might provide more secure 

areas. As Hebblewhite & Merill (2008) pointed out, the indirect influence of human is seldom 

investigated. They found a spatio-temporal avoidance of human activity by wolves (Canis lupus)

during daylight. Our results on hourly variation in selection for slopes and disturbed areas also 

suggested a temporal avoidance of human infrastructures (settlements, isolated houses, high 

and low traffic roads). Indeed, bears were located in areas far from human infrastructures and 

in slopes during the daylight hours, which correspond to important human activity. When 

considering this fine temporal scale, humans appeared to be avoided. Human influence 

therefore affects bears at different spatio-temporal scales. If we had not investigated this 

temporal scale, we would have failed to detect this influence.

We also highlighted a functional response of females in response to disturbance. Females 

located in home ranges with a higher proportion of human influence tended to select for slopes 

and regenerating forests even more (Paper III). This result corroborates those from the 

temporal analysis of human influence on bears. At fine spatial and temporal scales, as well as 

the landscape scale, females perceive anthropogenic structures as disturbance and adapt their 

behaviors according to the degree of this disturbance.

Rettie and Messier (2000) pointed out the discrete property of selection orders defined by 

Johnson (1980), stating that they correspond to “several spatial scales that can best be regarded as 

points on a continuum” and the fact that patterns of habitat selection across scales should reflect 

the hierarchy among limiting factors. Dussault et al. (2005), however, pointed out the weak 

point of these suggestions. Their study investigating limiting factors of moose across scales 

revealed trade-offs between limiting factors that make their hierarchy unclear. Moose tended to 

avoid predation at the landscape scale, using areas unused by wolf packs and within areas 

receiving higher rainfall (wolf being less adapted than moose to deep snow). However, at a finer 

scale (home range scale), they documented a trade-off between food resources and avoidance of 

snow. Ours results also suggested that a hierarchy between avoidance of human influence and 
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selection for food resources was not that clear. Scandinavian brown bears avoided disturbance 

and selected for areas that provide food resources at the landscape scale (Katajisto, 2006). At 

the intermediate scale, social organization might be the driving force that organize home range 

establishment (Paper III), and bears again showed a strong habitat selection within home 

ranges, mainly toward secure areas (slopes) and habitats with abundant food resources 

(regenerating forests, Paper III). They also exhibited temporal avoidance of disturbance at the 

fine temporal scale. Our results therefore confirm the weakness of establishing a hierarchy 

among limiting factors, though we did not document trade-offs between limiting factors for 

bears because forested areas with important connectivity at large scales are also areas with lower 

human density. 

Cantabrian Mountains and Pyrenees 

Large-scale habitat selection was similar for brown bears in the Pyrenees and in Cantabrian 

Mountains (Paper V) underlined the similarity of habitat selection behaviour between the two 

populations. We carried out habitat selection analyses using different resolution (pixels of 5 km 

× 5 km using large-scale habitat variables for the global-scale model; 200 m × 200 m pixels using 

finer habitat variables for the local-scale model in the Pyrenees only). The global-scale model 

that was built using data from Cantabrian Mountains fitted in the Pyrenees well. Both 

populations therefore selected for forests that produce hard mast, areas with forest connectivity 

at a large scale (15 km), greater shrub cover, low road and human densities, and low proportion 

of agricultural areas. This global-scale analysis was carried out within the framework developed 

by Naves et al. (2003), which is based on two important demographic parameters for bears: 

survival and reproduction. Their idea is to build separate models for each demographic 

parameter and then to combine the models to divide the habitat into demographic categories 

according to the framework of source-sink theory (Pulliam, 1988). We could therefore classify 

habitat in five different classes within each study area: source-like habitat (safe habitats good for 

reproduction), attractive-like habitats (good for reproduction but high mortality risk), refuge 

habitats (safe habitat with low quality for reproduction), sink-like habitats (risky and poor 

habitat for reproduction) and matrix habitat (non-habitat areas). Linking species spatial 

occupancy and demography is of prime interest for conservation purposes (Naves et al., 2003; 

Nielsen, Stenhouse & Boyce, 2006), because it may allow the identification of habitats that can 
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have negative effects on survival (attractive sinks), therefore impacting population dynamics of 

species with low reproductive rates such as brown bears.

At a local scale, Pyrenean brown bears were located preferentially close to forests (especially 

mixed and coniferous forests) and further from agricultural areas and regenerating forests, 

compared to what was available in average. Moreover, they seemed to be specialized on a 

medium range of elevations, not because elevation is limiting in itself, but because of a trade-off 

between low disturbance (at higher elevations) and high forest productivity (at lower elevations).

Contrary to our study on individual habitat selection of Scandinavian females, showing a 

strong selection for regenerating forests (Paper III), Pyrenean brown bears seemed to avoid this 

type of vegetation (Paper V). Although the studies were not conducted at the same spatial scale, 

it should be noted, that regenerating forests might not have the same influence and importance 

for these two populations. Indeed, hard mast (an important component of Pyrenean brown 

bear diet) is negatively impacted by timber harvesting, and are therefore less available in 

regenerating forests (Reynolds-Hogland, Pacifici & Mitchell, 2007). On the contrary, the 

availability of soft mast (an important component of Scandinavian brown bear diet), increases 

in young successions following tree harvesting (Mallik, 2003). Hard-mast availability might 

therefore be more limiting for Pyrenean brown bears, whereas soft mast might be more limiting 

for Scandinavian brown bears. As a consequence, effects of forestry might have opposite effects 

on the two populations.  

MOVEMENT ECOLOGY (PAPER IV)

As stated in the Introduction, movement is the mechanism allowing animals to make choices 

concerning their habitat. Understanding the processes of habitat selection at the scale of 

behavioral decisions requires an integrated analysis of movement ecology, especially identifying 

factors that drive movements. 

We studied daily movements by Scandinavian brown bears over the entire period of activity 

(from April to October), investigating both internal and external correlates, using GPS 

relocations. More precisely, we studied the influence of changing requirements between 

seasons, reproductive status, and age (internal correlates) and the influence of daylight, weather, 

vegetation type, and human disturbance (external correlates) on daily movement patterns. Our 
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results provided insights into the three basic components related to the individual (influence of 

internal state, motion capacity and navigational capacity) and influence external factors, as 

defined in the framework developed by Nathan et al. (2008). As internal state and motion 

capacity are intimately related, we discussed these two aspects of movement together. 

Internal state and motion capacity 

We documented a circadian rhythm in daily movement pattern, with two peaks of movements 

at twilight and a main resting period during daylight (Paper IV), which is consistent with 

previous studies on activity patterns of European brown bears (Gervasi, Brunberg & Swenson, 

2006; Kaczensky et al., 2006; Moe et al., 2007). We reported an important variability of this 

rhythm, as well as in intensity and linearity of movements according to seasons and 

reproductive status. After den emergence, females with cubs-of-the-year (hereafter cubs) showed 

peaks of movement only during daylight, probably because cubs are more active during this 

period. During the mating season, which occurs in May-June, they established a bimodal 

movement pattern, with peaks of movements occurring during daylight, contrary to lone 

females. Switching activity to daylight may be a counterstrategy to SSI, by avoiding males when 

they are active. Indeed, low-movement capacity of cubs is not the reason for restricting their 

movements during this period (Dahle & Swenson, 2003b). Although we did not have data on 

movement patterns of males, we can expect them to synchronize their movement with lone 

females during the mating season to increase the encounter probability (Dahle & Swenson, 

2003b). Having cubs therefore entails important changes in movement rhythm and mobility. 

Moreover, females with cubs tend to have very convoluted movements during the period after 

den emergence and during the mating season. However, linear movement have been reported 

to be more efficient for locating new patches of resources (Bell, 1991; Fahrig, 2007). There is 

therefore an important trade-off between search efficiently for food resources (which is crucial 

for lactating females that have additional energetic demand, Hamel & Cote, 2008) and 

protection of cubs from SSI. Females with cubs showed patterns similar to those of lone females 

during the following seasons, when cubs were larger and when there was no risk of SSI. 

As stated in the Material & Methods, brown bears pass through very different physiological 

stages during their activity period, i.e. through seasons. After den emergence, their body 

condition is low (in average 62 kg lost compare to autumn, Swenson et al., 2007a) and exhibit 

hypophagia. We documented a very low movement rate during this period, which may be 
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explained by the balance between costs and benefits of movement, i.e. in our case, finding food 

resources and saving energy, respectively. During the mating season, lone females have a normal 

food intake, but roam to find mates (Dahle & Swenson, 2003b), and therefore increase their 

movement rate and the linearity of movement. Linear movements have been shown to be more 

efficient in locating resource patches or mates (Duvall & Schuett, 1997; Fahrig, 2007). Females 

increased the intensity and linearity of their movements the following seasons as they became 

less limited by movement costs and needed to find abundant food resources to prepare for the 

denning period. 

Navigational capacity 

We did not investigate navigational capacity per se. However, our results regarding the effect of 

age on movement provided some interesting insights. Older females tended to move more 

slowly (and therefore less) than younger females, irrespective of the reproductive category. This 

result is in accordance with our hypothesis on memory effect (see above). Indeed, older females 

might be more familiar with the habitat composition of their home range, which may allow 

them to use environmental cues better and therefore to orient their movement better, hence 

moving less (Bell, 1991).

External factors 

We also documented the influence of external factors on bear movements. Daylight was an 

important factor affecting bear movement. As for numerous species, daylight is a major 

determinant of circadian rhythm. The timing of movement peaks was correlated with sunrise 

and sunset. As daylight duration varies greatly in Scandinavia, bears showed important variation 

in the timing of movements among seasons. 

Temperature also affects bear movements. They tended to be globally more active during 

the hottest days, but they actually shifted toward more nocturnal movement patterns, increasing 

the duration of their diurnal resting period, and moving more at night. This pattern has also 

been reported in several ungulates populations (Dussault et al., 2004; Maloney et al., 2005; 

Aublet et al., 2009).

Bears also changed their movements according to the vegetation type they were in. In open 

habitat with low food resources (bogs), they increased the speed and linearity of movement, 

whereas they had slower and more convoluted movements in resource-rich vegetation types 

(young forests and coniferous forests). Open bogs might also represent risky habitats for bears, 
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as they increase the probability to be detected. Bears therefore spent more time in secure and 

resource-rich habitats by reducing their movement rate and showing convoluted movements. 

We also investigated the potential effect of human disturbance on bear movements. The 

influence of anthropogenic structures was the highest after den emergence for both 

reproductive statuses, probably because of their low body condition, and during the mating 

season for females with cubs. When located in disturbed areas, movements were faster and 

more linear, which is known to be a strategy to avoid predation risk (Fahrig, 2007). In addition, 

there was a strong effect of slope on movement patterns. Irrespective of the reproductive 

category, females had slower movements on slopes during the summer and autumn. These 

periods correspond to the bear hunting season and also when humans pick berries in the forest. 

Together with the results of Paper III, documenting a higher selection for slopes during 

daylight, this pattern could be explained as an avoidance of human contacts by resting in secure 

areas during periods of higher human activity, especially periods of higher human activity in the 

forest. These results are consistent with the study of Ordiz, Støen & Swenson (Submitted) 

which reported that bears selected for secure areas when resting during daylight (further from 

human settlements and in dense vegetation), especially during seasons with higher human 

activity in the forest and the hunting season.      

A limition of this work is the lack of interactions between external factors and hours in our 

Generalized Additive Mixed Models (GAMM) to facilitate interpretation of already complex 

models. However, the temporal avoidance of disturbed areas and selection for slopes that we 

documented (Paper III) suggest such interactions. In addition to the environmental variability 

that could affect movements and habitat selection, internal state, which varies throughout the 

day, also has an influence on these processes. However, our goal was to document movement 

ecology of bears, and it opened new areas of inquiry.
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IMPLICATIONS FOR CONSERVATION AND MANAGEMENT OF BROWN 

BEAR

It is often difficult to determine the spatial scale at which to conduct investigations for 

conservation purpose, because animals may not have the same perception of habitat for a given 

scale as biologists. Habitat selection studies addressing conservation purposes are often 

conducted at large spatial scale, as recommended by some authors (Noss et al., 1996). Indeed, 

conservation actions are often based on the basis of costs and benefits, large-scale studies being 

generally considered less expensive than fine scale analyses that require data at a higher 

resolution (Corsi et al., 2000). However, large-spatial scale studies only may not be sufficient. 

Our results documented well the complementarities of multiple-scale analyses and their 

importance in conservation or management guidelines (Paper III). At a large spatial scale, bears 

are located in forested areas with low human density. At a finer spatial scale, bears strongly 

selected for regenerating forests, because of the abundance of food resources they provide. 

Regarding only large spatial scales, conservation actions would perhaps focus on natural 

forested areas, areas with low forestry or even propose a reduction in forestry. However, logging 

creates new habitats that can substitute the loss of meadow and pasture (Rolstad et al., 2000), 

which favor biodiversity and in our case, food items for bears (Nielsen et al., 2004b). 

Nevertheless, forestry entails increasing road networks and increasing access to the forest. 

Anthropogenic structures, such as roads, houses and small human settlements found within 

bear home ranges, impact bears’ movements and habitat selection negatively at a fine spatial 

and temporal scale (Papers III and IV). Our results therefore suggested that the present forestry 

management in Sweden, which can affect brown bear habitat positively though the potential 

benefit to food plants, might be at the cost of an increased human disturbance through the 

development of a large road network. Management of the Scandinavian population therefore 

should focus on transportation and resorts planning (Paper III, Nellemann et al., 2007). 

Forestry might be positive for bears, as it opens habitats which may favor food resources, but 

this positive effect may only be beneficial in areas with low human density and where soft-mast 

production is more abundant than hard-mast production, as in Scandinavia, and contrary to 

the Pyrenees (Paper V).

Our results also provide insights into the perception of habitat connectivity by bears. Bears 

seem to favor forest connectivity at large scales (15 km, Paper III, Katajisto, 2006). However, as 



MAIN RESULTS AND DISCUSSION

50

documented for Scandinavian bears (Paper I), at the home range scale, they prefer mosaics of 

habitats made up of old forests and young/open forests, therefore, apparent fragmentation 

from a human perception. This result is in accordance with previous studies showing a 

preference for mixture of forest structural stages (Waller & Mace, 1997; McLellan & Hovey, 

2001; Nielsen et al., 2004a). 

Assessment of wildlife-habitat relationship is important for conservation planning. As stated 

earlier, carnivore conservation in multiple-use landscapes is a difficult task that requires both 

scientific knowledge of ecological requirements, but also considerations of the social, political 

and economical contexts. Human-carnivore relationships are complex and require thorough 

investigations of spatial organisation and behaviors. For example, Hebblewhite & Merrill 

(2008) showed a functional response of wolves at a fine spatial scale. They found that wolves’ 

habitat selection was not related to the proximity of humans in areas of low human activity, 

whereas they selected for areas closer to humans when human density increased. However, they 

showed a spatio-temporal avoidance of human activity during daylight, which is consistent with 

our results on Scandinavian brown bears (Paper III).
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PERSPECTIVES

HABITAT SELECTION AND EVOLUTION

During this thesis, I have mainly focused on ecological aspects of habitat selection. However, by 

the end of the “thesis process”, I felt the need to further investigate of the relationship between 

habitat selection and evolutionary processes. In this section, I will therefore provide some 

research perspectives that would naturally follow this thesis work, with more emphasis on the 

evolutionary consequences of habitat selection. 

Our results showed that habitat selection did not occur at the scale of home range 

establishment in the Scandinavian brown bear population (Paper III). This result deserves 

more investigation, especially focusing on the variability between females. Indeed, it would be 

worth relating females' biological parameters (e.g. body mass, reproductive success, social status) 

to home range composition, including both physical habitat and the proportion of overlapping 

home range with their mother. Also, as a complementary approach, investigating movement 

optimality among females would provide insights into the benefits of remaining close to their 

mothers. Indeed, young females that settle within part of their mother’s home range might have 

a better knowledge of the composition of their home range (Støen et al., 2006). As a 

consequence, we can hypothesis that they would have more oriented movements and therefore 

more efficient search behavior than young dispersing females which should show more random 

movements.

Our results on movement patterns of females brown bears (paper IV) documented common 

patterns of movement in accordance with ecological requirements of females, and differences 

between lone females and female with cubs, which do not have the same requirements and 

constraints. However, we did not investigate the movement variability of females. We showed 

that age of females might have an effect on movement patterns, older females moving less than 

younger females, probably because they have a better knowledge of their home range or a better 

risk perception (Paper III). Investigating these variations more deeply, as well as variation 

among females with different body mass, would provide insights into the optimality of 

movements and search behaviors.
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Sexually selected infanticide has been reported in the Scandinavian brown bear population 

and is one of the main causes of cubs’ mortality in the southern core area of the population 

(Swenson et al., 1997). We found that females with cubs-of-the-year had different movement 

patterns than lone females, especially during the premating and mating seasons. One of the 

hypotheses we suggested to explain this variability is a temporal avoidance of males. However, 

this suggestion is based on lone female behavior only, and we suppose they synchronize their 

movements with males to increase encounter probabilities. Dahle & Swenson (2003b) 

documented that females with cubs restricted their home range during the mating season, 

apparently as a spatial avoidance of males. Investigating temporal avoidance by studying 

movement patterns of these females would provide insights into adaptive behaviors involved in 

preventing infanticide.

HABITAT SELECTION AND ECOLOGY

The Paper V is a preliminary analysis on the similarities of habitat selection of two 

European populations: the Cantabrian Mountains population and the Pyrenean population. 

Because of time constraints, I have not been able to integrate the Scandinavian population into 

the analysis. However, testing our model in Scandinavia would provide useful knowledge on the 

process of habitat selection of brown bear at the continental scale. Indeed, the Scandinavian 

landscape, where brown bears evolved, is quite different from those of south-western Europe. 

Nevertheless, we might expect that large-scale processes of habitat selection should remain quite 

similar among bear populations. Then, we could explore the ecological niche of each 

population independently as we did in Pyrenees (local-scale model, Paper V) to identify local 

differences and local adaptations of bears in various environments. 

As stated earlier, human-carnivore relationships may be complex. To complete our analyses 

on habitat selection of the Pyrenean brown bear population, individual level analyses are 

required. Especially, they might provide additional insights into the perception of human 

influence by bears at different spatial and temporal scales. 
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HABITAT SELECTION AND MOVEMENT

During my thesis, I have been working with statisticians on segmentation techniques for cutting 

trajectories into homogeneous bouts. Until now, attempts to cut bear trajectories were not very 

successful. These segmentation methods have been developed on animals that show clear 

patterns of movements such as migratory and encamped movements of moose (Morales et al., 

2004), or by simulations (Barraquand & Benhamou, 2008, Calenge, Gueguen, Royer-Carenzi 

and Dray, in prep). These methods were designed for large and clear movement processes (e.g. 

migration versus stationary). However, for real data covering all possible behaviors, including 

foraging, resting, dispersing, etc., the output may be unclear (Martin, unpublished data). Our 

analyses of brown bear movement patterns helped us to identify factors influencing bear 

movement, which may facilitate the segmentation procedure. As the methods have been 

published only recently or are still in development, a future comparative analysis of the outputs 

of the different methods applied on real data may provide more robust biological results and 

would be helpful in identifying potential weakness of each method. The resulting movement 

bouts could then be related to habitat, and therefore help to link behavioral processes to 

habitat selection. 



54

ACKNOWLEDGEMENTS

I would like first to thank my two co-supervisors. Dominique Allainé, for giving me the 

opportunity to do this PhD, for trusting me in the lead of this project and for his availability. 

Jon Swenson, for accepting me in the SBBRP, for his enthusiasm, his motivation and for being 

such a good group leader. 

This thesis would not have been possible without the financial and technical support of the 

“Office National de la Chasse et de la Faune Sauvage”, and particularly the bear technical team. I 

take this opportunity to warmly thank Pierre-Yves Quenette for accepting me in the team and 

for his friendship, and all the members of the team, particularly Damien, Pierrick, Frédéric,

Jean-Jacques, Etienne, Mélanie for their warm welcome and especially Françoise for her 

kindness and for receiving me in her house.  

Other financial supports have been provided by the French Ministery of Research, the 

Region and the “Agence National pour la Recherche” (project “Mobilité” ANR-05-BDIV-008). 

This thesis is also the product of numerous exchanges and interactions that I was fortunate to 

participate throughout these years. I particularly think to the very productive SBBRP group, 

Andreas, Ole-Gunnar, Richard, Jonas, Jonna, Andrés, Ali, Eva, Åsa and of course Sven,

leader of the field work, who welcomed me at the field station in Tackåsen and invited me to 

join him during a very exciting helicopter survey and bear capture. Special thank to Alice for 

her friendly support during these years. Thanks to all of you for the very interesting meetings 

and your friendship. 

I would like to thank the methodologist who helped me with data analyses: Daniel, 

Stéphane, Manuela, and especially Clément, who helped me so much and had to support all 

my questions, for his patience, kindness and friendship.  

I thank the other members of the ASE research group for interesting discussions, 

productive work together, support and friendship: Mathieu (B) (for our long standing 

friendship), Vincent (St) (pour avoir arrêté de taper dans le carton) and especially Bram (vM)

for his help and for the hours spent working through msn (or for cheering me up when I felt 

down sometimes). 



ACKNOWLEDGEMENTS

55

I am grateful to Ivar and Mathieu (G) (quoi?), for their help in recovering data, for data 

processing, and for your friendship. I’m also grateful to Jean-Michel for his critical and useful 

comments on several manuscripts.  

During this thesis, I have had the pleasure to work in the room 60… with its “loony” people… I 

have a thought for Micheline (thank you for your acknowledgements), my colleague Eve,

Gaëlle, Emilie, Sophie, Pierrick (thank you for being what you are), Stéph (for our friendship 

and complicity). And other people from the lab’, David (for always being in a good mood), 

Etienne, Arnaud, Pat’, La Grande Marie, thanks to all of you for the good (and funny) time 

spent together, in the lab or elsewhere... I also thank Frank, Sébastien, Christophe and

Aurélie, for their support and advices.

Je tiens à remercier particulièrement mes parents et mes frères (et pièces rapportées !) pour 

leur amour, leur soutien, pour avoir cru en moi, pour tous ces moments passés ensemble, pour 

les discussions animées au cours de délicieux repas… 

Last but not least, special thanks to Ben, for your love, your patience, your support; you 

helped me to put things into perspective; you offer me the life I have always dreamed of. For all 

this and even more, thank you. 

A special thought for brown bears in boreal and Pyrenean forests… 



56

REFERENCES

ABERG, J., JANSSON, G., SWENSON, J. E. & MIKUSINSKI, G. (2000). Difficulties in detecting 
habitat selection by animals in generally suitable areas. Wildlife Biology 6, 89-99. 

ARAUJO, M. B. & GUISAN, A. (2006). Five (or so) challenges for species distribution modelling. 
Journal of Biogeography 33, 1677-1688. 

ARNEMO, J. M. (2005). Biomedical protocols for free-ranging brown bears, gray wolves, wolverines and 
lynx. Norwegian School of Veterinary Science, Tronmsø, Norway. 

ARTHUR, S. M., MANLY, B. F. J., MCDONALD, L. L. & GARNER, G. W. (1996). Assessing habitat 
selection when availability changes. Ecology 77, 215-227. 

AUBLET, J. F., FESTA-BIANCHET, M., BERGERO, D. & BASSANO, B. (2009). Temperature 
constraints on foraging behaviour of male Alpine ibex (Capra ibex) in summer. 
Oecologia 159, 237-247. 

AUSTIN, D., BOWEN, W. D. & MCMILLAN, J. I. (2004). Intraspecific variation in movement 
patterns: modeling individual behaviour in a large marine predator. Oikos 105, 15-30. 

BAKER, M. B. & RAO, S. (2004). Incremental costs and benefits shape natal dispersal: Theory 
and example with Hemilepistus reaumuri. Ecology 85, 1039-1051. 

BANKS, S. C., FINLAYSON, G. R., LAWSON, S. J., LINDENMAYER, D. B., PAETKAU, D., WARD, S. J. 
& TAYLOR, A. C. (2005). The effects of habitat fragmentation due to forestry plantation 
establishment on the demography and genetic variation of a marsupial carnivore, 
Antechinus agilis. Biological Conservation 122, 581-597. 

BARRAQUAND, F. & BENHAMOU, S. (2008). Animal Movements in Heterogeneous Landscapes: 
Identifying Profitable Places and Homogeneous Movement Bouts. Ecology 89, 3336-
3348.

BASILLE, M., CALENGE, C., MARBOUTIN, E., ANDERSEN, R. & GAILLARD, J. M. (2008). Assessing 
habitat selection using multivariate statistics: Some refinements of the ecological-niche 
factor analysis. Ecological Modelling 211, 233-240. 

BELL, W. J. (1991). Searching behaviour, the behavioural ecology of finding resources. Chapman & 
Hall, London.



REFERENCES

57

BELLEMAIN, E., SWENSON, J. E. & TABERLET, P. (2006). Mating strategies in relation to sexually 
selected infanticide in a non-social carnivore: The brown bear. Ethology 112, 238-246. 

BENHAMOU, S. (1989). An Olfactory Orientation Model for Mammals Movements in Their 
Home Ranges. Journal of Theoretical Biology 139, 379-388. 

BENHAMOU, S. (1998). Le domaine vital des mammifères terrestres. Revue d'ecologie 53, 309-330. 

BENHAMOU, S., BOVET, P. & POUCET, B. (1995). A Model for Place Navigation in Mammals. 
Journal of Theoretical Biology 173, 163-178. 

BERGMAN, C. M. (2000). Caribou as a correlated random walk. Oecologia 123, 364-374. 

BOYCE, M. S. & MCDONALD, L. L. (1999). Relating populations to habitats using resource 
selection functions. Trends in Ecology and Evolution 14, 268-272. 

BREITENMOSER, U. (1998). Large predators in the Alps: the fall and rise of man's competitors. 
Biological Conservation 83, 279-289. 

BROOKS, T. M., MITTERMEIER, R. A., MITTERMEIER, C. G., DA FONSECA, G. A. B., RYLANDS, A.
B., KONSTANT, W. R., FLICK, P., PILGRIM, J., OLDFIELD, S., MAGIN, G. & HILTON-
TAYLOR, C. (2002). Habitat loss and extinction in the hotspots of biodiversity. 
Conservation Biology 16, 909-923. 

CALENGE, C. (2005). Des outils statistiques pour l'analyse des semis de points dans l'espace 
écologique., Université Claude Bernard Lyon 1. 

CALENGE, C. & BASILLE, M. (2008). A general framework for the statistical exploration of the 
ecological niche. Journal of Theoretical Biology 252, 674-685. 

CALENGE, C., DARMON, G., BASILLE, M., LOISON, A. & JULLIEN, J. M. (2008). The factorial 
decomposition of the Mahalanobis distances in habitat selection studies. Ecology 89,
555-566.

CALENGE, C. & DUFOUR, A. B. (2006). Eigenanalysis of selection ratios from animal radio-
tracking data. Ecology 87, 2349-2355. 

CALENGE, C., DUFOUR, A. B. & MAILLARD, D. (2005a). K-select analysis: a new method to 
analyse habitat selection in radio-tracking studies. Ecological Modelling 186, 143-153. 

CALENGE, C., DUFOUR, A. B. & MAILLARD, D. (2005b). K-select analysis: a new method to 
analyse habitat selection in radio-tracking studies. Ecological Modelling 186, 143-153. 



REFERENCES

58

CAMARRA, J. J. (1999). Status and management of the brown bear in France. In Bears: status 
survey and conservation action plan (ed. C. Servheen, S. Herrero and B. Peyton), pp. 68–
72. International Union for the Conservation of Nature and Natural Resources, Gland, 
Switzerland.

CEZILLY, F. & BENHAMOU, S. (1996). Optimal foraging strategies: A review. Revue D' Ecologie-La 
Terre Et La Vie 51, 43-86. 

CIARNIELLO, L. M., BOYCE, M. S., SEIP, D. R. & HEARD, D. C. (2007). Grizzly bear habitat 
selection is scale dependent. Ecological Applications 17, 1424-1440. 

CLEVENGER, A. P., PURROY, F. J. & PELTON, M. R. (1992). Brown Bear (Ursus-Arctos L) Habitat 
Use in the Cantabrian Mountains, Spain. Mammalia 56, 203-214. 

CORSI, F., DE LEEUW, J. & SKIDMORE, A. K. (2000). Modeling species distribution with GIS. In 
Research Techniques in Animal Ecology: Controversies and Consequences (ed. L. Boitani and 
T. K. Fuller), pp. 389-434. Columbia University Press, New York. 

COWLISHAW, G. (1997). Trade-offs between foraging and predation risk determine habitat use 
in a desert baboon population. Animal Behaviour 53, 667-686. 

DAHLE, B. & SWENSON, J. E. (2003a). Family breakup in brown bears: Are young forced to 
leave? Journal of Mammalogy 84, 536-540. 

DAHLE, B. & SWENSON, J. E. (2003b). Seasonal range size in relation to reproductive strategies 
in brown bears Ursus arctos. Journal of Animal Ecology 72, 660-667. 

DUSSAULT, C., OUELLET, J. P., COURTOIS, R., HUOT, J., BRETON, L. & LAROCHELLE, J. (2004). 
Behavioural responses of moose to thermal conditions in the boreal forest. Ecoscience
11, 321-328. 

DUSSAULT, C., OUELLET, J.-P., COURTOIS, R. H., HUOT, J., BRETON, L. & JOLICOEUR, H. L. N.
(2005). Linking moose habitat selection to limiting factors. Ecography 28, 619-628. 

DUVALL, D. & SCHUETT, G. W. (1997). Straight-line movement and competitive mate 
searching in prairie rattlesnakes, Crotalus viridis viridis. Animal Behaviour 54, 329-334. 

ELTON, C. (1927). Animal ecology. Sidgwick and Jackson, London, England. 

ENSERINK, M. & VOGEL, G. (2006). Wildlife conservation - The carnivore comeback. Science
314, 746-749. 

ERICKSON, W. P., MCDONALD, T. L., GEROW, K., KERN, J. & HOWLIN, S. (2001). Statistical 
issues in resource selection studies with radio-marked animals. In Radio Tracking and 



REFERENCES

59

Animal Populations. (ed. J. J. Millspaugh and J. M. Marzluff), pp. 209-242. Academic 
Press, San Diego, California, USA. 

FAHRIG, L. (2003). Effects of habitat fragmentaiton on biodiversity. Annual Review of Ecology, 
Evolution, and Systematics 34, 487-515. 

FAHRIG, L. (2007). Non-optimal animal movement in human-altered landscapes. Functional 
Ecology 21, 1003-1015. 

FIRLE, S., BOMMARCO, R., EKBOM, B. & NATIELLO, M. (1998). The influence of movement and 
resting behavior on the range of three carabid beetles. Ecology 79, 2113-2122. 

FRETWELL, S. D. & LUCAS, H. L. (1970). On territorial behavior and other factors influencing 
habitat distribution in birds. Acta Biotheoretica 19, 16-36. 

GAUSE, G. (1934). The struggle for existence. Williams & Wilkins, Baltimore, USA. 

GEORGE, T. L. & ZACK, S. (2001). Spatial and temporal considerations in restoring habitat for 
wildlife. Restoration Ecology 9, 272-279. 

GERVASI, V., BRUNBERG, S. & SWENSON, J. E. (2006). An individual-based method to measure 
animal activity levels: A test on brown bears. Wildlife Society Bulletin 34, 1314-1319. 

GRINNELL, J. (1917). The niche-relations of the california thraser. Auk 34, 427-433. 

GUISAN, A. & ZIMMERMANN, N. E. (2000). Predictive habitat distribution models in ecology. 
Ecological Modelling 135, 147-186. 

GUSTINE, D. D., PARKER, K. L., LAY, R. J., GILLINGHAM, M. P. & HEARD, D. C. (2006). 
Interpreting resource selection at different scales for woodland caribou in winter. Journal 
of Wildlife Management 70, 1601-1614. 

HALL, L. S., KRAUSMAN, P. R. & MORRISON, M. L. (1997). The habitat concept and a plea for 
standard terminology. Wildlife Society Bulletin 25, 173-182. 

HAMEL, S. & COTE, S. D. (2008). Trade-offs in activity budget in an alpine ungulate: 
contrasting lactating and nonlactating females. Animal Behaviour 75, 217-227. 

HEBBLEWHITE, M. & MERRILL, E. (2008). Modelling wildlife-human relationships for social 
species with mixed-effects resource selection models. Journal of Applied Ecology 45, 834-
844.

HIRZEL, A. H., HAUSSER, J., CHESSEL, D. & PERRIN, N. (2002). Ecological-niche factor analysis: 
How to compute habitat-suitability maps without absence data? Ecology 83, 2027-2036. 



REFERENCES

60

HJERMANN, D. O. (2000). Analyzing habitat selection in animals without well-defined home 
ranges. Ecology 81, 1462-1468. 

HOEKSTRA, J. M., BOUCHER, T. M., RICKETTS, T. H. & ROBERTS, C. (2005). Confronting a 
biome crisis: global disparities of habitat loss and protection. Ecology Letters 8, 23-29. 

HOLYOAK, M., CASAGRANDI, R., NATHAN, R., REVILLA, E. & SPIEGEL, O. (2008). Trends and 
missing parts in the study of movement ecology. Proceedings of the National Academy of 
Sciences of the United States of America 105, 19060-19065. 

HOUGHTON, J. T., DING, Y., GRIGGS, D. J., NOGUER, M., DERLINDEN, P. J., DAI, X., MASKELL,
K. & JOHNSON, C. A. (2001). Climate Change 2001: The scientific Basis. The Press 
syndicate of the University of Cambridge, New York. 

JOHNSON, D. H. (1980). The comparison of usage and availability measurements for evaluating 
resource preference. Ecology 61, 65-71. 

KACZENSKY, P., HUBER, D., KNAUER, F., ROTH, H., WAGNER, A. & KUSAK, J. (2006). Activity 
patterns of brown bears (Ursus arctos) in Slovenia and Croatia. Journal of Zoology 269,
474-485.

KATAJISTO, J. (2006). Habitat use and population dynamics of brown bears (Ursus arctos) in 
Scandinavia, University of Helsinki, Helsinki. 

KEARNEY, M. (2006). Habitat, environment and niche: what are we modelling? Oikos 115, 186-
191.

KINDBERG, J. & SWENSON, J. E. (2008). Resultat från Spillningsinventering av björn i Jämtland 
2006. Populationsberäkning. (In Swedish: A population estimate of brown bears in 
Jämtland based on DNA in collected feces.), Report No. 2008-4 from the Scandinavian 
Brown Bear Research Project. 

LENNON, J. J. (1999). Resource selection functions: taking space seriously? Trends in Ecology and 
Evolution 14, 399-400. 

LEVIN, S. A. (1992). The Problem of Pattern and Scale in Ecology. Ecology 73, 1943-1967. 

LIMA, S. L. & ZOLLNER, P. A. (1996). Towards a behavioral ecology of ecological landscapes. 
Trends in Ecology & Evolution 11, 131-135. 

LINNELL, J. D. C., SWENSON, J. E. & ANDERSEN, R. (2001). Predators and people: conservation 
of large carnivores is possible at high human densities if management policy is 
favourable. Animal Conservation 4, 345-349. 



REFERENCES

61

MALLIK, A. U. (2003). Conifer regeneration problems in boreal and temperate forests with 
ericaceous understory: role of disturbance, seedbed limitation, and keytsone species 
change. Critical Reviews in Plant Sciences 22, 341-366. 

MALONEY, S. K., MOSS, G., CARTMELL, T. & MITCHELL, D. (2005). Alteration in diel activity 
patterns as a thermoregulatory strategy in black wildebeest (Connochaetes gnou). Journal of 
Comparative Physiology a-Neuroethology Sensory Neural and Behavioral Physiology 191, 1055-
1064.

MANLY, B. F. J., MCDONALD, L. L., THOMAS, D. L., MACDONALD, T. L. & ERICKSON, W. P.
(2002). Resource selection by animals. Statistical design and analysis for field studies. Kluwer 
Academic Publisher, London. 

MÅRELL, A., BALL, J. P. & HOFGAARD, A. (2002). Foraging and movement paths of female 
reindeer: Insights from fractal analysis, correlated random walks, and Levy flights. 
Canadian Journal of Zoology 80, 854-865. 

MCLELLAN, B. N. (1994). Density-dependent population regulation of brown bears. In Density
dependent population regulation in black, brown, and polar bears:14-24 (ed. M. Taylor). Port 
City Press, Washington D.C. 

MCLELLAN, B. N. & HOVEY, F. W. (2001). Natal dispersal of grizzly bears. Canadian Journal of 
Zoology-Revue Canadienne De Zoologie 79, 838-844. 

MCLOUGHLIN, P. D., BOYCE, M. S., COULSON, T. & CLUTTON-BROCK, T. (2006). Lifetime 
reproductive success and density-dependent, multi-variable resource selection. 
Proceedings of the Royal Society B-Biological Sciences 273, 1449-1454. 

MCLOUGHLIN, P. D., CASE, R. L., GAU, R. J., CLUFF, H. D., MULDERS, R. & MESSIER, F.
(2002). Hierarchical habitat selection by barren-ground grizzly bears in the central 
Canadian Arctic. Oecologia 132, 102-108. 

MCLOUGHLIN, P. D. & FERGUSON, S. H. (2000). A hierarchical pattern of limiting factors helps 
explain variation in home range size. Ecoscience 7, 123-130. 

MCLOUGHLIN, P. D., GAILLARD, J. M., BOYCE, M. S., BONENFANT, C., MESSIER, F., DUNCAN,
P., DELORME, D., VAN MOORTER, B., SAID, S. & KLEIN, F. (2007). Lifetime reproductive 
success and composition of the home range in a large herbivore. Ecology 88, 3192-3201. 

MCLOUGHLIN, P. D., WALTON, L. R., CLUFF, H. D., PAQUET, P. C. & RAMSAY, M. A. (2004). 
Hierarchical habitat selection by tundra wolves. Journal of Mammalogy 85, 576-580. 

MITCHELL, S. C. (2005). How useful is the concept of habitat? a critique. Oikos 110, 634-638. 



REFERENCES

62

MOE, T. F., KINDBERG, J., JANSSON, I. & SWENSON, J. E. (2007). Importance of diel behaviour 
when studying habitat selection: examples from female Scandinavian brown bears (Ursus 
arctos). Canadian Journal of Zoology-Revue Canadienne De Zoologie 85, 518-525. 

MOHR, C. O. (1947). Table of equivalent populations of North American small mammals. 
American Midland Naturalist 37, 223-249. 

MOILANEN, A. & HANSKI, I. (1998). Metapopulation dynamics: Effects of habitat quality and 
landscape structure. Ecology 79, 2503-2515. 

MORALES, J. M. & ELLNER, S. P. (2002). Scaling up animal movements in heterogeneous 
landscapes: The importance of behavior. Ecology 83, 2240-2247. 

MORALES, J. M., HAYDON, D. T., FRAIR, J., HOLSINER, K. E., FRYXELL, J. M. & HOLSENGER, K.
E. (2004). Extracting more out of relocation data: Building movement models as 
mixtures of random walks. Ecology 85, 2436-2445. 

MORIN, P., BERTEAUX, D. & KLVANA, I. (2005). Hierarchical habitat selection by North 
American porcupines in southern boreal forest. Canadian Journal of Zoology-Revue 
Canadienne De Zoologie 83, 1333-1342. 

MORRIS, D. W. (2003). Toward an ecological synthesis: a case for habitat selection. Oecologia
136, 1-13. 

MORRISON, M. L., MARCOT, B. G. & MANNAN, R. W. (2006). Wildlife-habitat relationships: 
concepts & applications., 3rd edition. Islandpress, Washington. 

MUELLER, T. & FAGAN, W. F. (2008). Search and navigation in dynamic environments - from 
individual behaviors to population distributions. Oikos 117, 654-664. 

NATHAN, R., GETZ, W. M., REVILLA, E., HOLYOAK, M., KADMON, R., SALTZ, D. & SMOUSE, P.
E. (2008). A movement ecology paradigm for unifying organismal movement research. 
Proceedings of the National Academy of Sciences of the United States of America 105, 19052-
19059.

NAVES, J., FERNANDEZ-GIL, A., RODRIGUEZ, C. & DELIBES, M. (2006). Brown bear food habits 
at the border of its range: a long-term study. Journal of Mammalogy 87, 899-908. 

NAVES, J., WIEGAND, T., REVILLA, E. & DELIBES, M. (2003). Endangered species constrained by 
natural and human factors: The case of brown bears in northern Spain. Conservation
Biology 17, 1276-1289. 

NELLEMANN, C., STØEN, O.-G., KINDBERG, J., SWENSON, J. E., VISTNES, I., ERICSSON, G.,
KATAJISTO, J., KALTENBORN, B. P., MARTIN, J. & ORDIZ, A. (2007). Terrain use by an 



REFERENCES

63

expanding brown bear population in relation to age, resorts and human settlements. 
Biological Conservation 138, 157-165. 

NIELSEN, S. E., BOYCE, M. S. & STENHOUSE, G. B. (2004a). Grizzly bears and forestry I. 
Selection of clearcuts by grizzly bears in west-central Alberta, Canada. Forest Ecology and 
Management 199, 51-65. 

NIELSEN, S. E., MUNRO, R. H. M., BAINBRIDGE, E. L., STENHOUSE, G. B. & BOYCE, M. S.
(2004b). Grizzly bears and forestry II. Distribution of grizzly bear foods in clearcuts of 
west-central Alberta, Canada. Forest Ecology and Management 199, 67-82. 

NIELSEN, S. E., STENHOUSE, G. B. & BOYCE, M. S. (2006). A habitat-based framework for grizzly 
bear conservation in Alberta. Biological Conservation 130, 217-229. 

NIKULA, A., HEIKKINEN, S. & HELLE, E. (2004). Habitat selection of adult moose Alces alces at 
two spatial scales in central Finland. Wildlife Biology 10, 121-135. 

NOSS, R. F., QUIGLEY, H. B., HORNOCKER, M. G., MERRILL, T. & PAQUET, P. C. (1996). 
Conservation biology and carnivore conservation in the Rocky Mountains. Conservation
Biology 10, 949-963. 

OLSON, T. L., SQUIBB, R. C. & GILBERT, B. K. (1998). Brown bear diurnal activity and human 
use: a comparison of two salmon streams. Ursus 10, 547-555. 

ORDIZ, A., STØEN, O. G. & SWENSON, J. E. (Submitted). Brown bear resting sites constrained 
by humans. 

ORIANS, G. H. & WITTENBERGER, J. F. (1991). Spatial and temporal scales in habitat selection. 
The American Naturalist 137, 29-49. 

PATTERSON, T. A., THOMAS, L., WILCOX, C., OVASKAINEN, O. & MATTHIOPOULOS, J. (2008). 
State-space models of individual animal movement. Trends in Ecology & Evolution 23, 87-
94.

PENDLETON, G. W., TITUS, K., DEGAYNER, E., FLATTEN, C. J. & LOWELL, R. E. (1998). 
Compositional analysis and GIS for study of habitat selection by goshawks in southeast 
Alaska. Journal of Agricultural, Biological, and Environmental Statistics 3, 280-295. 

PORTER, W. F. & CHURCH, K. E. (1987). Effects of environnemental pattern on habitat 
preference analysis. Journal of Wildlife Management 51, 681-685. 

PRIMACK, R. B. (2006). Essentials of conservation biology, 4th edition. Sinauer Associate, 
Sunderland, Massachusetts, USA. 



REFERENCES

64

PULLIAM, H. R. (1988). Sources, Sinks, and Population Regulation. American Naturalist 132,
652-661.

RETTIE, W. J. & MESSIER, F. (2000). Hierarchical habitat selection by woodland caribou: its 
relationship to limiting factors. Ecography 23, 466-478. 

REYNOLDS-HOGLAND, M. J., PACIFICI, L. B. & MITCHELL, M. S. (2007). Linking resources with 
demography to understand resource limitation for bears. Journal of Applied Ecology 44,
1166-1175.

RHODES, J. R., MCALPINE, C. A., LUNNEY, D. & POSSINGHAM, H. P. (2005). A spatially explicit 
habitat selection model incorporating home range behavior. Ecology 86, 1199-1205. 

ROLSTAD, J., LØKEN, B. & ROLSTAD, E. (2000). Habitat selection as a hierarchical spatial 
process: the green woodpecker at the northern edge of its distribution range. Oecologia
124, 116-129. 

ROSENZWEIG, M. L. (1981). A Theory of Habitat Selection. Ecology 62, 327-335. 

SCHADT, S., REVILLA, E., WIEGAND, T., KNAUER, F., KACZENSKY, P., BREITENMOSER, U.,
BUFKA, L., CERVENY, J., KOUBEK, P., HUBER, T., STANISA, C. & TREPL, L. (2002). 
Assessing the suitability of central European landscapes for the reintroduction of 
Eurasian lynx. Journal of Applied Ecology 39, 189-203. 

SCHOENER, T. W. (1971). Theory of feeding strategies. Annual Review of Ecology and Systematics
2, 369-404. 

SCHOOLEY, R. L. & WIENS, J. A. (2003). Finding habitat patches and directional connectivity. 
Oikos 102, 559-570. 

SERVHEEN, C. (1990). The status and conservation of the bears in the world. In International 
Conference of Bear Research and Management. Monograph No 2, pp. 34. 

SINCLAIR, A. R. E., FRYXELL, J. M. & CAUGHLEY, G. (2006). Wilflife ecology, conservation and 
management, 2nd edition. Wiley-Blackwell, Malden, MA. 

SOBERON, J. (2007). Grinnellian and Eltonian niches and geographic distributions of species. 
Ecology Letters 10, 1115-1123. 

STEPHENS, D. & KREBS, J. (1986). Foraging Theory. Princeton University Press, Princeton, NJ. 

STØEN, O.-G., BELLEMAIN, E., SÆBØ, S. & SWENSON, J. E. (2005). Kin-related spatial structure 
in brown bears Ursus arctos. Behavioral Ecology and Sociobiology 59, 191-197. 



REFERENCES

65

STØEN, O.-G., ZEDROSSER, A., SÆBO, S. & SWENSON, J. E. (2006). Inversely density-dependent 
natal dispersal in brown bears Ursus arctos. Oecologia 148, 356-364. 

SWENSON, J. E., ADAMIC, M., HUBER, D. & STOKKE, S. (2007a). Brown bear body mass and 
growth in northern and southern Europe. Oecologia 153, 37-47. 

SWENSON, J. E., DAHLE, B., BUSK, H., OPSETH, O., JOHANSEN, T., SODERBERG, A., WALLIN, K.
& CEDERLUND, G. (2007b). Predation on moose calves by European brown bears. 
Journal of Wildlife Management 71, 1993-1997. 

SWENSON, J. E., JANSSON, A., RIIG, R. & SANDEGREN, F. (1999). Bears and ants: myrmecophagy 
by brown bears in central Scandinavia. Canadian Journal of Zoology 77, 551-561. 

SWENSON, J. E., SANDEGREN, F., SÖDERBERG, A., BJÄRVALL, A., FRANZÉN, R. & WABAKKEN, P.
(1997). Infanticide caused by hunting of male bears. Nature 386, 450-451. 

SWENSON, J. E., WABAKKEN, P., SANDEGREN, F., BJÄRVALL, A., FRANZÉN, R. & SÖDERBERG, A.
(1995). The near extinction and recovery of brown bears in Scandinavia in relation to 
the bear management policies of Norway and Sweden. Wildlife Biology 1, 11-25. 

TEYSSEDRE, A. (2005). Vers une sixième grande crise d'extinctions ? In Biodiversité et changements 
globaux (ed. R. Barbault, B. Chevassus-au-Louis and A. Teyssèdre). ADPF, paris, France. 

THOMAS, D. L. & TAYLOR, E. J. (1990). Study designs and tests for comparing resource use and 
availability. Journal of Wildlife Management 54, 322-330. 

THOMAS, D. L. & TAYLOR, E. J. (2006). Study designs and tests for comparing resource use and 
availability II. Journal of Wildlife Management 70, 324-336. 

TILMAN, D., MAY, R. M., LEHMAN, C. L. & NOWAK, M. A. (1994). Habitat Destruction and the 
Extinction Debt. Nature 371, 65-66. 

TREVES, A. & KARANTH, K. U. (2003). Human-carnivore conflict and perspectives on carnivore 
management worldwide. Conservation Biology 17, 1491-1499. 

TURCHIN, P. (1998). Quantitative analysis of movement: measuring and modelling population 
redistribution in animals and plant. Sinauer Associates, Sunderland, MA. 

VAN HORNE, B. (1983). Density as a Misleading Indicator of Habitat Quality. Journal of Wildlife 
Management 47, 893-901. 

VAN MOORTER, B. (2008). Habitat selection at different spatial scales: Application to roe deer. 
Thesis thesis, Université Claude Bernard. 



REFERENCES

66

VISWANATHAN, G. M., BULDYREV, S. V., HAVLIN, S., DA LUZ, M. G. E., RAPOSO, E. P. & 
STANLEY, H. E. (1999). Optimizing the success of random searches. Nature 401, 911-
914.

VITOUSEK, P. M., MOONEY, H. A., LUBCHENCO, J. & MELILLO, J. M. (1997). Human 
domination of Earth's ecosystems. Science 277, 494-499. 

WALLER, J. S. & MACE, R. D. (1997). Grizzly bear habitat selection in the Swan Mountains, 
Montana. Journal of Wildlife Management 61, 1032-1039. 

WALLIN, D. O., ELLIOTT, C. C. H., SHUGART, H. H., TUCKER, C. J. & WILHELMI, F. (1992). 
Satellite Remote-Sensing of Breeding Habitat for an African Weaverbird. Landscape
Ecology 7, 87-99. 

WHITTAKER, R. H., LEVIN, S. A. & ROOT, R. B. (1973). Niche, Habitat, and Ecotope. American
Naturalist 107, 321-338. 

WIEGAND, T., NAVES, J., STEPHAN, T. & FERNANDEZ, A. (1998). Assessing the risk of extinction 
for the brown bear (Ursus arctos) in the Cordillera Cantabrica, Spain. Ecological 
Monographs 68, 539-570. 

WIENS, J. A. (1989). Spatial scaling in ecology. Functional Ecology 3, 385-397. 

WOODROFFE, R. & GINSBERG, J. R. (1998). Edge effects and the extinction of populations 
inside protected areas. Science 280, 2126-2128. 

ZEDROSSER, A., DAHLE, B., SWENSON, J. E. & GERSTL, N. (2001). Status and management of 
the brown bear in Europe. Ursus 12, 9-20. 



PAPERS AND MANUSCRIPTS





Paper I 





e c o l o g i c a l m o d e l l i n g 2 1 3 ( 2 0 0 8 ) 257–262

avai lab le at www.sc iencedi rec t .com

journa l homepage: www.e lsev ier .com/ locate /eco lmodel

Importance of movement constraints in habitat
selection studies

Jodie Martina,b,∗, Clément Calengea, Pierre-Yves Quenette c,
Dominique Allainéa
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a b s t r a c t

The aim of this study is to empirically illustrate the importance of taking movement

constraints into account when testing for habitat selection with telemetry data. Global Posi-

tioning System relocations of two Scandinavian brown bears were used to compare the

results of two different tests of habitat selection by the bears within their home range. Both

relied on the comparison of observed dataset with datasets simulated under the hypothesis

of random habitat use. The first analysis did not take movement constraints into account

(simulations were carried out by randomly distributing a set of points in the home range)

whereas the second analysis accounted for these constraints (simulations were carried out

by building random trajectories in the home range). The results for the two analyses showed

contrasted results. Therefore, not accounting for movement constraints in analyses may

result in a misleading biological interpretation. Autocorrelation between relocations is not

undesirable: it contains information about ecological processes that should be integrated in

habitat selection analyses.

© 2007 Elsevier B.V. All rights reserved.

1. Introduction

During the last decade, the Global Positioning System (GPS)
has been used increasingly by biologists to study the habitat
selection by animals. The study of habitat selection with this
kind of data implies a comparison between the habitat used
by this animal and a null model describing the habitat that
would have been used under the hypothesis that no habitat
selection occurs (random habitat use, Boyce et al., 2002).

The simplest and the most widely used null model con-
siders that, assuming random habitat use, the habitat used
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by the animal would be similar to the habitat composition
of an area considered available to the animal (usually its
home range, Aebischer et al., 1993). The use of this null model
strongly relies on the assumption of independence between
animal relocations which implies that the animal could be
found anywhere within its home range at any time of the
study period. In other words, this model supposes that pat-
terns observed in the relocations of the animal (e.g. areas
of higher relocations density) are only due to the animal’s
habitat choices. In many instances, this is often a reason-
able assumption. However, this might not be the case in

0304-3800/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.ecolmodel.2007.12.002



258 e c o l o g i c a l m o d e l l i n g 2 1 3 ( 2 0 0 8 ) 257–262

studies relying on GPS data. Due to automated position-
ing using GPS, these data are often characterized by short
time intervals between relocations, which causes serial auto-
correlation in the position of successive locations (Swihart
and Slade, 1985). Thus, the position of an animal at time
t is constrained by its movement capabilities between t − 1
and t.

Ignoring this autocorrelation may result in misleading
conclusions concerning the animal habitat selection. Sev-
eral authors have noted that autocorrelation may result in
an increased probability of type I errors (Legendre, 1993).
It is therefore necessary to use an appropriate null model
incorporating these movement constraints for the descrip-
tion of random habitat use. On the other hand, it is difficult
to dissociate the effect of the movement constraints from
that of habitat choice behaviour when building the null
model under the hypothesis of habitat selection. We advocate
that the null model used in habitat selection studies should
depend both on the biological knowledge and on the avail-
able data for the studied individuals (species, sex, age, season
of monitoring, study area, etc.). We therefore challenge the
idea that some statistical methods can be used systemati-
cally to test for habitat selection, as no automatic method
allows the design of such context specific null model. In this
paper, we illustrate this approach by comparing the results
of two “automatic” methods to test for habitat selection by
two female brown bears (Ursus arctos) monitored using GPS.
Our aim is not to draw conclusions about habitat selection
by brown bears, but rather to illustrate the potential differ-
ent conclusions regarding the strength of habitat selection
depending on which approach is used. In the first analy-
sis, we did not take movement constraints into account,
and we assumed the spatial distribution of relocations to
be explained exclusively by the habitat (i.e. a model with-
out constraints, which is the simplest null model as described
above). In the second analysis (i.e. a model with constraints),
the null model accounted for patterns of the animal’s tra-
jectory to test the habitat selection: random habitat use was
thus simulated preserving the shape of the observed trajec-
tory.

2. Materials and methods

2.1. Data

We used GPS data from two Scandinavian female brown bears
(ID numbers: W0208 and W0410) followed in central Sweden
(Fig. 1): one female was alone whereas a second one was fol-
lowed by cubs of the year. Relocations were collected every
30 min, from mid-April until the end of July 2006 (a total of
2309 and 2812 were available for the lone and the followed
female bear, respectively).

We used raster maps of bear home ranges to describe the
habitat, with a resolution of 200 m × 200 m. The maps included
nine variables: elevation, slope, aspect, vegetation, distance to
private and to public roads, distance to streams, distance to
settlements and distance to houses. Each pixel of the result-
ing map thus contains geographic coordinates and the value
for each variable. This environmental information is stored in
a table X containing N rows (the N pixels of the home range)
and P columns (the P environmental variables). This table has
been centred and scaled, so that each habitat variable has a
mean of 0 and a variance of 1. Each row of this table con-
tains the coordinates of a point in the P-dimensional space
defined by habitat variables (Fig. 2). The proportion of reloca-
tions in each pixel of the map is a utilization weight of the pixel
(Fig. 2). The set of points in the available space for which the
utilization weights are greater than 0 define the niche of the
animal.

2.2. Habitat selection measurements

To study the strength of habitat selection, we used the concept
of ecological niche formalized by Hutchinson (1957) (Fig. 2);
a species niche is the hypervolume in the multidimensional
space of environmental variables where the species can main-
tain a viable population. In this study, we extrapolated this
definition to the third-order selection on Johnson’s (1980) scale
of selection, i.e. preferred habitat within the home range. We
thus considered each home range, estimated by the Minimum

Fig. 1 – On the left: study area in central Sweden. On the right: trajectories (in black) of the two female brown bears on an
elevation map. Grey lines are private roads and white lines are streams.
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Fig. 2 – The use of the niche concept for study of habitat selection using GPS data. For a given animal, P maps of its home
range are available (left). Each one of the P mapped variables defines one dimension in a multidimensional space, the
ecological space (centre). Each pixel of the home range takes a value for each variable, so that each pixel corresponds to an
available point in this space. On the other hand, the number of relocations of the animal in each pixel of the home range
corresponds to a “utilization weight” (UW) of this pixel (right). These utilization weights are represented by grey circles in
the middle figure (with a diameter proportional to the weight). The niche of the animal in the ecological space is defined by
the set of points having an UW greater than 0. As the cloud of available points is centred (the origin of the space
corresponds to the average available habitat conditions), the vector M, connecting the origin of the space and the average
used habitat conditions, is the marginality vector.

Convex Polygon method (MCP; Mohr, 1947), as the available
physical space.

Two complementary parameters can be used to charac-
terize the niche: marginality (an index of the eccentricity of
the niche relative to the average available habitat conditions)
and tolerance (an index of the volume of the niche in the
space of environmental variables) (Doledec et al., 2000; Hirzel
et al., 2002). Marginality corresponds to the squared distance
between the average habitat conditions used by the animal
and those available to it:

m2 =
P∑

j=1

(uj − aj)
2

with uj the average use of the variable j and aj the average
availability of the variable j.

Tolerance is the sum, over all habitat variables, of the vari-
ances of the used pixels:

t2 =
N∑

i=1

P∑

j=1

pi(xij − uj)
2

with pi the utilization weight of the pixel i and xij the value of
the variable j in the pixel i. Note that the variables are centred
and scaled, i.e.

1
N

N∑

i=1

(xij − aj)
2 = 1

for all j.
These parameters have already been used by several

authors to measure habitat selection (Doledec et al., 2000;
Hirzel et al., 2002).

2.3. Habitat selection analysis

For each female, we tested the strength of selection behaviour
using randomization tests of marginality and tolerance for the
two models. In other words, we tested whether the marginality
and the tolerance of their niche were significantly different
from those obtained under the hypothesis of no selection, i.e.
random use of the habitat, which we measured in two different
ways.

In the model “without constraints”, we distributed 1000
samples of N random points within the home range of each
bear, N being the number of actual relocations of the corre-
sponding bear. In this model, any pixel in the home range is
considered to be available at any time, and each set of points
corresponds to a simulation of random habitat use.

In the model “with constraints”, we kept the shape of the
animals’ trajectory unchanged, to account for the autocorre-
lation between relocations. We performed 1000 rotations of
the observed trajectory for each of the female around the
centroid of the respective observed trajectories (Fig. 3). Each
random rotation of the trajectory corresponded to a simula-
tion of random habitat use by the animal taking into account
the movement constraints on the trajectory.

For each model, marginality and tolerance were computed
on simulated datasets. These values were then compared with
observed values of marginality and tolerance to test for the
strength of habitat selection in the two models.

Analyses were carried out using the package “adehabitat”
(Calenge, 2006) for the R software (Ihaka and Gentleman, 1996).

3. Results

For each female, the range of simulated values of marginal-
ity and tolerance for the model “with constraints” was much
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Fig. 3 – Trajectory simulation procedure for the model with
constraints. The polygon represents the individual home
range. Simulated trajectory (dashed grey line) were
generated by a clockwise rotation (arrow) of the observed
trajectory (black line) around its centroid (black cross).

broader than that for the model “without constraints” (Fig. 4).
This result can be explained by the fact that habitat availabil-
ity is restricted when simulating trajectories. Indeed, due to
constraints of speed and orientation (turning angles between
successive moves) the probability is higher for the next relo-
cation to be located in a pixel close to the previous one.
Therefore, the probability of remaining in a similar habitat
type is high, resulting in a less homogeneous distribution of

these simulated “used” points in the home range. This results
in larger differences between the simulated “used” pixels and
the pixels of the whole home range, and therefore larger val-
ues of marginality.

Note that for the lone female, the observed habitat use
(observed marginality and tolerance) is far from the distri-
bution of simulated values obtained by randomly sampling
points in the home range. This null model was therefore
rejected, which suggested a strong habitat selection. On the
other hand, the observed habitat use was located on the bor-
der of the distribution of values obtained by randomly rotating
the trajectories. This other null model was accepted, which
suggests a very weak habitat selection. We obtained the same
results for the female with cubs, except that the observed used
point is in the centre of the distribution of values estimated
using simulated trajectories.

4. Discussion

We compared two extreme approaches to test for the habi-
tat selection by two female brown bears monitored using
GPS. For both bears, the results depended on the approach
used to perform this test. When we tested habitat selection
using a null model that did not account for movement con-
straints (the most common in the literature), we found a strong
habitat selection by both bears. However, ignoring movement
constraints might lead to an overestimation of the strength
of this selection, because not considering these constraints
artificially reduces the marginality and the tolerance under
the assumption of random habitat use. Indeed, this model
relies on the assumption that the individual not only has
the capacity to move everywhere in its home range at any
time, but also that it has no intrinsic constraints (due to
feeding or resting requirements, restriction on movements
because of cubs, etc.). When we tested for habitat selection
accounting for movement constraints, using random rotations
of the trajectories, we found no significant habitat selection for
either bear. Actually, the shape of the trajectory, which is kept

Fig. 4 – Joint distribution of the marginality and the tolerance for each female brown bear according to the two tested
models of absence of habitat selection. Black points: simulations “without movement constraints” model; grey points:
simulations “with movement constraints” model. The white point indicates observed data.
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unchanged in our rotations, is also partly the result of habi-
tat selection. For example, animals move less in some periods
perhaps because they search intensively for food in specific
habitat, indicating habitat selection. Keeping the shape of the
trajectories unchanged in this test may have been too conser-
vative and underestimated the strength of habitat selection.
For the female with cubs, the difference between the simula-
tions computed with random points and random trajectories
was more pronounced than for the lone female. This can be
explained by the difference in trajectories structure between
the two females (see Fig. 1). The female with cubs was con-
strained to move in a more “patchy” way, probably because
small cubs are not capable of large movements in spring, and
the female may be avoiding potential infanticide (Bellemain et
al., 2006). Thus, she was restricted to small areas that she used
in a more intensive and homogeneous manner. It is important
to stress that the observed distribution of an animal’s posi-
tions is the result of several effects: (i) intrinsic constraints
(depending on the status and activity rythm of the individual),
(ii) extrinsic constraints (environmental or artificial barriers),
and (iii) the actual habitat selection. However, most of habitat
analyses inside home range ignore intrinsic and extrinsic con-
straints. A few biologists praise accounting for autocorrelation
in their models (Arthur et al., 1996; Fortin et al., 2005; Rhodes
et al., 2005), but the nature of the dependence between reloca-
tions within the whole trajectory is seldom analysed, as noted
by Calenge (2005). Indeed, the so called design IV (Thomas
and Taylor, 2006) is increasingly used to compare position of
relocations at time t and t − 1, but this procedure only consid-
ers trajectories as a first order Markovian process and deems
the successive steps (displacement between two relocations)
independent whereas they may be themselves autocorrelated.
Indeed, when an animal changes its behaviour during the
monitoring period, the mathematical properties of the steps
(e.g. their length) may change accordingly (e.g. shorter step
length when the animal forages than when it flees from a
predator). This non-stationarity in the animal behaviour often
results in autocorrelation of the trajectory property (Calenge
et al., unpublished).

A possible solution to this problem would be to study the
spatial structure of the trajectory to identify patterns of move-
ment before relating these patterns to habitat structure. This
is a similar approach to indirect ordination in community ecol-
ogy (Okland, 1996) which has met a large success in relating
the environmental variable to pattern of vegetation composi-
tion. Starting with identifying patterns in the data, and then
relating them to the environment, is an approach that has
been widely used in community ecology because of its strong
efficiency. As noted by Morales (2002), the main challenge of scal-
ing up movement resides in the complexities of individual behaviour
rather than in the spatial structure of the landscape. Such an
approach would allow identifying the role of both the envi-
ronment and the animal behaviour on animal movements.

This knowledge would be essential in most fields of ecol-
ogy, wildlife management, and conservation. In particular,
the recent field of complex adaptive systems would benefit
from this statistical approach. Indeed, more and more mod-
els in this framework presently tend to integrate movement
behaviour to predict population dynamics (Railsback et al.,
1999; Railsback, 2001). Such models are of the utmost inter-

est to manage a population, as the framework to which they
belong is used to predict emerging properties of population
dynamic (population growth, survival, reproduction. . .) using
computer programs simulating a biological population com-
posed of interacting individuals with a behaviour defined by
the modeller (Clark and Rose, 1997; Van Winkle et al., 1998;
Breckling et al., 2005). These individual-based models heav-
ily rely on the definition of the individual behaviour of the
animals in relation to the environment. In particular, many
of these models attempt to include the moving behaviour of
the animals in relation with both the internal state of the
animals (e.g. current energy reserves) and the environment
(e.g. see Clark and Rose, 1997; Railsback, 2001). As noted by
Railsback (2001), movement rules are critical to realistic simulation
of how individuals, and therefore population, respond to changes in
habitat and population density. Considering seriously autocorre-
lation in studies of GPS data will increase our knowledge into
animal moving behaviour, and thereby allow a more efficient
modelling of population dynamic.

Acknowledgements

We are grateful to the Scandinavian Brown Bear Research
Project for providing the data. We warmly thank Daniel Ches-
sel (University Lyon1) for his help and his precious advices,
Jean-Michel Gaillard (University Lyon1) and Bram Van Moorter
(University Lyon1) for their comments on earlier drafts of this
paper and Jon Swenson (Norwegian University of Life Science)
for its comments and English correction of the manuscript.

r e f e r e n c e s

Aebischer, N.J., Robertson, P.A., Kenward, R.E., 1993.
Compositional analysis of habitat use from animal
radio-tracking data. Ecology 74, 1313–1325.

Arthur, S.M., Manly, B.F.J., McDonald, L.L., Garner, G.W., 1996.
Assessing habitat selection when availability changes.
Ecology 77, 215–227.

Bellemain, E., Swenson, J.E., Taberlet, P., 2006. Mating strategies in
relation to sexually selected infanticide in a non-social
carnivore: the brown bear. Ethology 112, 238–246.

Boyce, M.S., Vernier, P.R., Nielsen, S.E., Schmiegelow, F.K.A., 2002.
Evaluating resource selection functions. Ecol. Model. 157,
281–300.

Breckling, B., Müller, F., Reuter, H., Hölker, F., Fränzle, O., 2005.
Emergent properties in individual-based ecological
models—introducing case studies in an ecosystem research
context. Ecol. Model. 186, 376–388.

Calenge, C., 2005. Des outils statistiques pour l’analyse des semis
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ABSTRACT

Understanding the relationships between organisms and their habitat is a central 
question in ecology. The study of habitat selection often refers to the static description of 
the pattern resulting from the selection process. However the very nature of this habitat 
selection process is dynamic, as it relies on individual movements, which are affected by 
both internal components (i.e. related to the animal itself, such as its behavior; foraging, 
resting, etc.) and external components (i.e. related to the composition of the 
environment). Coupling habitat selection and movement analyses should thus provide 
new insights into the proximal mechanisms and evolutionary causes of animals' space 
use.  

To achieve this, the introduction of GPS technology in the early 1990s showed great 
promise, as it facilitates tracking of animals with high fix frequency over long time 
periods. From a statistical point of view, this led to an increased temporal autocorrelation
in the positions of successive locations. Whereas classic approaches of habitat selection 
often relied on the assumption of statistical independence between relocations, the 
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development of newer methods has made possible the use of autocorrelation for more 
dynamic approaches. As several statistical tools are now available for researchers, 
autocorrelation can be incorporated successfully into the analysis, instead of being 
removed or even ignored. We emphasize the need to integrate individual behavioral 
mechanisms in habitat selection studies.  

The use of GPS technology in wildlife management issues is, however, often 
motivated by its technological advantage to produce large amounts of data, rather than 
biological questions. We warn users of GPS devices about the statistical and conceptual 
changes induced by this technology used for studying habitat selection. We encourage a 
solid biological reflection about the ecological characteristics of studied species and 
spatial and temporal scales considered, before deciding on which sampling protocol and 
which telemetry technology to use in accordance with the biological question of interest. 

INTRODUCTION

Understanding the relationships between organisms and their habitat is a central question 
in ecology. The habitat defines the available range of resources and living conditions for a 
species (Hall et al., 1997). Thus, the habitat potentially has an important impact on vital rates, 
such as survival and reproduction, which are directly related to population dynamics and 
evolution (Caswell, 2000). It is therefore crucial to study the mechanisms of habitat selection, 
i.e. the process by which animals actually choose specific habitat components within their 
environment. This process is recognized to be highly scale dependent; habitat selection at a 
given scale can be seen as the result of individual behavioral processes at finer scales (like 
movements), while at the same time it will be constrained by larger scale processes (like the 
geographical range of a species). In order to clarify the study of habitat selection, Johnson 
(1980) distinguished four levels or orders of selection, from the species' geographical range to 
the selection of food items, through individual home range establishment and patch selection 
within the home range. The higher levels, like the species' range, are governed mainly by 
population processes, whereas at lower levels individual choices are more important. To 
understand animal space use, ecologists have to investigate these multiple scales, often 
simultaneously (Johnson, 2002).  

It has been recognized that both spatial and temporal scales are positively correlated 
(Holling, 1992). For example, distributional ranges of populations are necessarily defined at 
large spatial scales and the study of factors affecting large scale distribution of a given 
population requires knowledge of long-term population dynamics at large temporal scales. On 
the contrary, individual movement processes at fine spatial scales (e.g. within a home range) 
are considerably faster than population processes, and therefore need to be studied at much 
finer temporal resolutions.  

Although “habitat selection” has been defined as a process, the study of habitat selection 
often refers to the static description of the pattern resulting from this process, i.e. “space 
occupancy”. For example, many individual-level studies dealt with the characteristics of the 
environment within home ranges (e.g. Mc Loughlin 2002 and 2004; Mitchell and Powell 
2007). However, the very nature of the habitat selection process is dynamic, as it relies on 
individual movements, which are affected by internal and external components (such as 
individual state or vegetation types). Hence, habitat selection and movement processes are 
intimately related, because movement partly is driven by habitat selection, whereas habitat 
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selection is a consequence of movements. Coupling habitat selection and movement analyses 
should thus provide new insights into the proximal mechanisms and evolutionary causes of 
animals' space use.  

To study the mechanistic aspects of individual habitat selection, it is therefore advisable 
to obtain and use detailed information on movements of individuals, based on a high 
frequency of relocations. The transition from a static to a more dynamic approach to habitat 
selection therefore can be achieved by increasing serial (or temporal) autocorrelation in the 
positions of successive locations (Swihart and Slade, 1985). The level of serial 
autocorrelation in datasets describes the importance of temporal structure in individual 
movements. In a dynamic approach of habitat selection, the spatio-temporal structure of 
relocations arising from more or less complex movements should be considered and studied 
(Frair et al. 2005), whereas in the static approach all relocations are considered to be 
temporally independent (Otis and White 1999). The choice to analyze habitat selection from a 
static or a dynamic point of view should be motivated by the biological questions of interest. 
Commonly, when studying habitat selection in a static way, autocorrelation is considered a 
nuisance that should be overcome (Morrison et al. 1998). The use of autocorrelation in habitat 
selection studies reflects a shift from the more classic static approach to a dynamic approach 
of habitat selection.  

To study mechanisms of individual habitat selection, one possibility is to record 
movements by directly observing animals in their environment (e.g. Shine et al. 2004; 
Klaassen et al. 2006). However, this method of tracking animals requires many hours spent in 
the field, and cannot be done for elusive species, which are difficult to observe in their natural 
environment. Since its appearance in the early 1960s (Figure 1), VHF technology facilitated 
tracking of wildlife by providing researchers with a new tool to remotely detect individuals 
and then directly measure their location (consisting of a set of coordinates in the form of 
latitude x, longitude y, and time t) by homing or triangulation. This technology has been used 
successfully on elusive species. However, using this technology to estimate individual small-
scale movements still requires a great deal of field effort (in terms of field work) to allow the 
collection of frequent relocations, and therefore often results in short-duration tracking (e.g. 1 
location every 10 minutes for a couple of days, Nicholls and Racey 2006). 

The introduction of GPS technology in the early 1990s, and its generalization at the turn 
of the century (Figure 1), showed great promise for studying processes of habitat selection. 
Thousands of relocations can now be stored on-board or even directly transmitted to the user, 
without relying on much human intervention after an animal is equipped with the tracking 
device. GPS technology, therefore, facilitates fine-scale tracking (relocations can be delivered 
up to every second, Fritz et al. 2003) of animals over longer time periods (e.g. 1 location 
every 3 hours for a whole year, Johnson et al. 2002). Although the accuracy of individual 
relocations obtained by GPS does not equal direct observations and measurements in the 
field, the accuracy obtained with recent GPS remains acceptable for most research purposes 
(around 20 meters). Hence, GPS technology facilitates the study of animal movement both at 
small and large spatial scales during long periods.  

The purpose of this chapter is twofold. The first part is dedicated to the role of 
autocorrelation in habitat selection studies from the past till now. We demonstrate that, 
whereas temporal autocorrelation was first considered as a problem when studying habitat 
selection in a static way, the progressive combination of habitat selection and movement 
concepts have led to an increased use and interest in autocorrelation.  
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Figure 1. Trend in the number of publication including « radio telemetry » and « global positioning 
system ». The review was performed using the ISI Web of Knowledge with all data bases and was 
restricted to zoology, biodiversity and conservation, evolutionary biology and behavioral sciences. 
Dashed arrows represent the appearance of important concepts in habitat selection studies and black 
arrows the appearance of analytical methods. 

As several statistical tools are now available for researchers, autocorrelation can be 
incorporated successfully in the analysis, instead of being removed or even ignored. We 
emphasize the need to integrate individual behavioral mechanisms into habitat selection 
studies. In the second part, we stress the importance of thorough reflections about biological 
questions before heading out into the field to deploy GPS collars. We provide some 
guidelines for the choice of monitoring technology in the context of habitat selection, 
regarding considerations of biological questions, spatio-temporal scales, and research costs.  

1. TOWARDS THE USE OF AUTOCORRELATION IN INDIVIDUAL 

HABITAT SELECTION STUDIES

Johnson (1980) defined the selection of a habitat component as “the process in which an 
animal actually chooses that component”. Thus, tests of nonrandom habitat selection by 
individual animals usually compare used habitat components (the relocations of individuals, 
i.e. their actual habitat choice) with a null model describing the habitat components that could 
have been used alternatively by the individuals under the hypothesis of absence of habitat 
selection (i.e. random habitat use; Pendleton 1998, Millspaugh and Marzluff 2001, Boyce et 
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al. 2002). The latter components are called “available” components (Manly 2002). Rejection 
of this null model for the observed pattern allows the conclusion that a nonrandom process 
generated the observed data. At the scale of individual habitat selection, it is therefore crucial 
to define precisely what is available to animals, because the null model will depend directly 
on it. 

Availability can be defined differently depending on whether the animals are identified or 
not (see Thomas and Taylor 1990, 2006, for an overview of the different study designs). In 
the case of identified animals (typically the case with telemetry), availability can be related to 
the selection order of concern: for second-order selection availability is defined at a 
population level, whereas for third-order selection availability is defined at an individual level 
(Aebischer et al. 1993). Several other factors may further affect availability. For example, 
movement capacity of animals is a factor that can restrict availability (Martin et al. 2008). 
The behavioral state of an animal is also a potential factor that can limit access to a particular 
area (e.g. resting animals). These factors therefore should be taken into account when 
determining which habitat components are available for use. 

Classic statistical methods used to test habitat selection (e.g. logistic regression, log-
linear regression, χ²) assume independence between locations of a given individual (Johnson 
1980, Thomas and Taylor 1990, Swihart and Slade 1997, Aebisher et al 1993, Alldredge and 
Ratti 1992, Pendleton et al 1998). In other words, individual relocations must not be spatially 
or temporally correlated. Dependency between relocations produces more similar values than 
expected by chance; as such, positive autocorrelation should result in underestimating the true 
variance. This induces an increased probability of type I error by inflating the number of 
degrees of freedom (Legendre 1993, Lennon 1999, Diniz-Filho et al. 2003, Martin et al. 
2008), i.e. the null hypothesis (random habitat use) is rejected too frequently. The 
independence between relocations is often ensured by adopting a sufficiently large time lag 
between successive relocations, which circumvents the problem of autocorrelation. However, 
the growing use of GPS technology has led to a decrease in time intervals, and resulted in an 
increased serial autocorrelation. 

1.1. From the Past. The Null Model as Random Locations: Autocorrelation 
as a Problem 

Few statistical tools have been developed for individual data analyses; most of them 
being adapted from methods developed for second-order selection by unidentified individuals 
(Calenge 2005). For example, Manly et al. (2002) recommended estimating a Resource 
Selection Function (RSF) for each animal and then combining the results to infer conclusions 
at the population level. Means and variances for each individual are therefore estimated 
without considering autocorrelation between relocations and then averaged across animals to 
estimate population level selection parameters (Thomas and Taylor 2006). As a matter of fact, 
several authors considered autocorrelation not to be a concern if the statistical unit is the 
animal and not the animal’s relocations (Alldredge and Ratti 1992, Aebisher 1993, Otis and 
White 1999). Indeed, there are several ways to deal with pseudo-replication when pooling a 
collection of relocations from several animals in analyses. However, temporal autocorrelation 
between individual relocations still remains a problem. When using relocations as sampling 
units, autocorrelation in the data makes variances and hypothesis tests no longer valid. 
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Therefore, tools that have been developed to test habitat selection at the population level still 
assume independence between relocations, i.e. a comparison of independent use points and 
independent available points (that is, randomly sampled in the study area; Figure 4a).  

This problem is critically important in third-order selection, where the null model 
commonly is built using points randomly sampled within what is considered to be available. 
This will result, when important autocorrelation exists in the animal’s relocations, in the 
comparison of used locations containing this autocorrelation structure with random available 
locations lacking such structure. Therefore, comparing autocorrelated data with uncorrelated 
data is not valid (Martin et al. 2008). An empirical demonstration of the effects of not 
considering autocorrelation in habitat selection studies has been conducted by Martin et al. 
(2008) on brown bears (Ursus arctos). They compared two extreme approaches to test third-
order selection by individuals with autocorrelated data. Both approaches relied on the 
comparison of two datasets; an observed dataset of habitat used by individuals (through 
individual trajectories) and a simulated dataset (with the same number of relocations as the 
observed dataset) under the hypothesis of random habitat use. For each dataset, they 
estimated marginality (an index of the eccentricity of the used environmental conditions 
relative to the average available environmental conditions) and tolerance (an index of the 
range of used environmental condition compared to the range of available conditions), two 
measures of the strength of habitat selection (Doledec et al. 2000). In the first approach, 
simulated datasets did not take into account movement constraints affecting individuals, i.e. 
random relocations where points are randomly and independently sampled in the home range 
(corresponding to the classic approach). In the second approach, simulated datasets accounted 
for the observed shape of individual trajectories, i.e. simulations were carried out by 
randomly rotating the observed trajectories within the home range. The results obtained from 
the two approaches differed dramatically (Figure 2). The second approach (with unchanged 
trajectory shape) led to the conclusion that bears showed no selection of the variables 
considered in the analysis (i.e. the marginality of the observed dataset was not different from 
marginalities estimated from simulated datasets). On the contrary, the classic approach 
concluded that there was strong habitat selection (i.e. marginality of the observed dataset was 
significantly different from marginalities estimated using random locations from the home 
range) (see Figure 2). However, as noted by the authors, both approaches have their 
limitations, because neither of them took into account the nature of the autocorrelation 
between relocations. Indeed, the first one did not take any movement constraints into account 
and the second one kept the shape of the trajectory unchanged; in this later case both 
movement constraints and some actual habitat selection were included in the null model, 
which results in a too conservative testing of habitat selection. Therefore, this study highlights 
the risk of not accounting for autocorrelation in animal relocations by comparing them with 
an inappropriate null model.  

As autocorrelation affects our ability to perform standard statistical procedures (Legendre 
1993), it has often been advised to avoid autocorrelation in individual relocations (Morrison 
et al. 1998). Swihart and Slade (1985) developed a framework for analyzing independence 
between successive relocations in order to determine the time interval necessary to achieve 
statistical independence. They proposed using Schoener’s (1981) ratio statistic (t²/r²; where t
is the average distance between successive observations and r the average distance to the 
center of activity) to estimate the Time To Independence (TTI), i.e. the smallest time lag 
necessary to consider successive relocations as independent.  
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Figure 2. Martin et al. (2008) tested the marginality (deviation from the average conditions in the area) 
in habitat selection of female brown bears, following two tests. Both relied on the comparison of the 
observed dataset with datasets simulated under the hypothesis of random habitat use. The first analysis 
did not take movement constraints into account (simulations were carried out by randomly distributing 
a set of points in the home range), whereas the second analysis accounted for these constraints 
(simulations were carried out by building random trajectories within the home range). In the first case, 
the observation is out of the range of the simulations and would be considered significant, whereas it is 
not the case while taking into account constraints (after Martin et al. 2008). 

Often, the TTI between consecutive fixes is considered as the time lag required by an 
animal to cross its entire home range (Swihart and Slade 1985, White and Garrot 1990). The 
problem of autocorrelation can then be effectively circumvented by sub-sampling data (Boyce 
et al. 2002) or adopting a sampling regime that uses the TTI as a criterion for independence 
between relocations. Unfortunately, subsampling data (which is not a problem in itself, 
because it only removes redundancy) inherently brings with it the loss of data which are, as 
every field biologist knows, expensive to collect. Moreover, several authors have shown that 
attempting to obtain independent data is not always possible and can lead to a loss of 
biological meaning (Rooney et al. 1998, De Solla et al. 1999).  

Serial autocorrelation is linked intimately with the definition of availability for 
individuals. Hence, independence between individual relocations assumes that animals are 
free to move between two relocations across the area that the researcher considered available, 
meaning that this whole area (often the home range) is available at each step. But even if the 
time lag between two relocations is long enough for the animal to cross this area, behavioral 
constraints (e.g. need for rest, need for foraging, movement constraints) result in the fact that 
animals are not free to move everywhere every time in this area. An extreme example 
illustrates this; an animal never wakes up at the other side of its home range! Therefore, even 
if we statistically reach the TTI, we seldom reach the biological independence between 
relocations with telemetry data. Moreover, when there is no stable home range, there is no 
TTI, or the TTI might become very large, in which case subsampling will not provide a 
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solution to the problem. There is thus a need to create a statistical framework that allows 
taking into account spatio-temporal structures of individual relocations, i.e. explicitly 
incorporating autocorrelation into models (Legendre 1993). Today, with the increased use of 
intensive sampling protocols, we can no longer consider fixes as independent relocations, but 
instead should consider them as trajectories. Analyses of animal movements are therefore 
needed in order to proceed with habitat selection. 

1.2. The Present. The Null Model is a Random Walk: Accounting for Serial 
Autocorrelation 

1.2.1. Analyses of Animal Movement 

An animal’s movement is a continuous path in space and time, but a discrete 
representation of the path facilitates its analysis (Figure 3a; Turchin 1998). Often, relocations 
are recorded with a fixed time interval and the straight-line moves between consecutive fixes 
are referred to as steps. The sequence of steps then provides the basic units for further 
analysis of the path (Turchin 1998). Several descriptors then can be used to describe the step 
series; most frequently used are step lengths and turning angles (see Figure 3b) and their 
distributions can be used to characterize animal movement paths. Accordingly, movement 
types can be identified based on these distributions. For example, intensive search movements 
can be characterized by short steps and low directionality of the turning angles, whereas 
exploratory movement steps will be long and have a high directionality in their turning 
angles.  

The statistical framework for animal movement path analyses is based on the comparison 
of empirical data with a theoretical null model. Several theoretical movement models have 
been developed that could be used as reference. Each of these models has different statistical 
properties, and often different assumptions about the independence (i.e. absence of serial 
autocorrelation) of specific movement descriptors (like step length or relative turning angles). 
The observed movement characteristics are then compared with the theoretical ones and 
departure from these models allows inference of biological conclusions about animal 
behavior (Franke et al. 2004, see below). The mere random walk (RW) is the simplest null 
model of movement which can be used to model animal movement through a homogeneous 
environment (Turchin 1998; Figure 4b). It relies on the independence of all descriptors, and 
thus it assumes the absence of serial correlation between successive steps. Therefore a 
random walk does not take into account the natural tendency of animals to go forward and is 
therefore not very accurate to represent most of animal movement, especially at short time 
intervals (Turchin, 1998; Bovet and Benhamou, 1988). Today, the most widely used 
theoretical model is the correlated random walk (CRW), which differs from the RW in that 
absolute angles are generally dependent, whereas the relative or turning angles are assumed to 
be independent (Turchin 1998; Bovet and Benhamou, 1988). The distribution of turning 
angles is centered on 0, resulting in a forward persistence in the direction of movements. The 
direction of the previous step thus influences the direction of the following step.  
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Figure 3: a) Representation of a movement path. In gray: actual path; in black: discrete representation 
of the path. A movement path is defined by a set of successive relocations, characterized by their 
position (generally latitude and longitude). Each movement between two successive relocations (i.e. 
between time t and t+1) describes steps. b) Examples of movement path descriptors: d is the distance 
between 2 relocations; Ar is the turning angle (or relative angle), i.e. the angle between the direction of 
the previous step (small dashed line) and the actual one; Aa is the absolute angle, i.e. the angle between 
a given direction (gray line) and the direction of the actual step. 

Figure 4: a) The null model as a set of locations randomly sampled in the study area; b) The null model 
as a random walk, where the whole trajectory can be characterized by step length distribution (top right) 
and turning angle distribution (lower right); c) The null model as a mixture of two random walks. In 
gray, a mere random walk, characterized by a uniform distribution of turning angles and normally 
distributed step lengths; in black a correlated random walk characterized by a distribution of turning 
angles centered around 0 (forward persistence) and normally distributed step length. 
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1.2.2. Discrete-Choice Models 

Some authors have started to take serial autocorrelation into account by defining habitat 
availability separately for each relocation in the so-called “discrete-choice models” 
framework (Arthur et al. 1996, Hjermann 2000, Fortin et al. 2005, Rhodes et al. 2005). The 
test for nonrandom habitat selection is derived from a comparison of random locations from 
this fix-specific availability with the actual chosen locations. In this case, the null model 
consists of random locations with serial autocorrelation, similar to the class of random walk 
models. Different authors have used different methods to determine availability, 
corresponding to different types of random walks. The simplest approach involves 
determining a circle around a fix of available locations (e.g. the availability radius of Arthur 
1996); in this case there is no directional persistence. Alternatively, the observed distributions 
of step lengths and turning angles have been used to define availability. Even more complex 
relationships are possible with a dependence of availability on the time interval between fixes 
or habitat characteristics (Hjermann 2000).  

It is therefore assumed that for a given time lag between two relocations, the animal has 
access only to areas close to the current position, and not to its complete home range (Arthur 
et al. 1996). In the same perspective, Cooper and Millspaugh (1999) adopted a statistical 
technique derived from the field of economics that allows researchers to define availability 
separately for each animal observation. At each relocation, a unique set of habitat or resources 
is available, called the “choice set”. Fortin et al. (2005) also developed a simple statistical 
approach that incorporates movement into a logistic regression framework. This method, 
called Step Selection Function, considers steps (displacement between two relocations) as 
sampling units, each of them being contrasted with n random steps, which are defined using 
the observed distributions of step lengths and turning angles.  

This approach partially resolves the statistical and biological issues of serial 
autocorrelation of relocation data. Indeed, this procedure only considers first-order 
autocorrelation, i.e. dependence between relocations at time t and t-1 only, and deems the 
successive steps as independent (Martin et al. 2008). However, the nature of the dependence 
between all the relocations making up the whole trajectory is seldom analyzed, as noted by 
Calenge (2005). Martin et al. (2008) stressed that positions of individuals are the results of 
three effects: (i) intrinsic constraints (e.g. movement capacity, activity patterns, internal state), 
(ii) extrinsic constraints (e.g. environmental or artificial barrier) and (iii) habitat selection 
behavior (the animal is in a particular habitat because it is “suitable” for it at this moment). 
Therefore, testing differences between used and available points suppose knowledge of the 
processes that generate data without any habitat selection, i.e. null model under the hypothesis 
of no habitat selection, by taking into account the internal constraints of animals that partly 
shape the trajectory. However, habitat selection analyses rarely take into account intrinsic and 
extrinsic constraints (Martin et al. 2008; see Matthiopoulos (2003) for an example accounting 
for movement and extrinsic constraints). In general, researchers aggregate data from different 
behavioral states and, therefore, their conclusions on habitat selection result from the joint 
selection of both activity and habitat components (Cooper and Millspaugh 2001). As habitat 
selection and animal behavior are closely related, there is need for a statistical approach that 
includes spatio-temporal aspects of individual behavior (Thomas and Taylor 2006, Martin et 
al. 2008). 
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1.3. Into the Future. The Null Model is a Mixture of Random Walks: 
Autocorrelation as a Paradigm 

1.3.1. Nonstationarity, an Interesting Property of Many Animal Trajectories 

As movements and activities are closely related, movement processes tend to be different 
according to the animal’s behavioral state. For instance, during foraging activity an animal 
may have shorter and more sinuous movements than during transitions between patches of 
resources, where it should have directed and faster movements. As an illustration, consider a 
bee foraging on a patch of flowers. Movements between flowers will be short and sinuous 
compared with movement between patches of flowers or between the patch and the hive. 
Franke et al. (2004) used differences in movement characteristics to differentiate behavioral 
states of woodland caribou; they distinguished bedding, feeding and displacements. Indeed, 
for given spatial and temporal scales, we can consider most animal trajectories as a 
succession of different types of movement corresponding to specific activities, each of them 
being characterized by its own statistical properties (Figure 4c). However, trajectories can 
remain unchanged for different activities defined at very fine temporal scales (animals can 
switch quickly between foraging and vigilance while keeping the same type of movement). 
But at longer temporal scales, major activities, such as foraging, exploring, or resting, often 
correspond to specific movement types.  

A statistical process is said to be nonstationary if the statistical properties of the process 
generating the trajectory change over time. Therefore, a trajectory composed of different 
movement types may be considered to have been generated by a nonstationary process. This 
implies that the definition of availability should be different according to the state of the 
individual. Indeed, an animal that is foraging or resting does not have the same available 
habitat as when it is searching for mates or patrolling its territory. Therefore, this 
nonstationarity is of major interest, because it provides information on animal behavior and 
activities. This nonstationarity of the process is often the cause of the autocorrelation in the 
data. 

1.3.2. Building Movement Models as Mixtures of Random Walks 

Each movement type trajectory potentially can be represented by a different theoretical 
model based on its properties. The trajectory can then be modeled as a succession of these 
movement models (Figure 4c). It is therefore important to partition the whole trajectory into 
different pieces of stationary paths, with stable mathematical properties. Typically, each of 
these stationary paths corresponds to a certain type of behavior. To date, several methods 
have been developed and used for this partitioning of trajectories, for instance First Passage 
Time (Fauchald and Tveraa 2003), fractal dimension (Nams and Bourgeois 2004), and State 
Space Modeling (Patterson et al., 2007). First Passage Time, for instance, has been used as a 
method to detect Area-Restricted Search (ARS) behaviors, which can occur when an animal 
encounters a food-rich resource patch. More recently, state-space models based on hidden 
Markov models have become more popular for extraction of behavioral states from 
movement paths (reviewed by Patterson et al. 2007). For example, Morales et al. (2004) 
employed state-space models to highlight a biphasic movement for elk (Cervus elaphus); the 
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“encamped” movement with small movements and sharp turns and the “exploratory” 
movements with longer directed movements. They modeled elk movement by fitting a 
mixture of random walk models with different properties, each model corresponding to a 
different behavioral state. However, these approaches often assume a constant probability of 
animal behavior changes (“switching probability”), or at least assume prior knowledge of 
factors that could potentially affect this switching probability (e.g. constraints on hourly 
activity patterns or environmental features, Morales et al. 2004). Such methods therefore 
require prior exploratory analyses of factors potentially influencing the shape structure of the 
trajectory.  

1.3.3. Some Recommendations 

In order to test third-order habitat selection with highly autocorrelated data, we stress that 
an in-depth analysis of the characteristics of individual trajectories is an important step 
towards a more accurate analysis of habitat selection process. Autocorrelation between 
relocations should not be removed or avoided, but rather integrated into a statistical 
framework. Discrete-choice models are a first step toward this integration, but only consider 
the first degree of autocorrelation to create the null model. Therefore, they do not take into 
account the behavioral state of individuals, which potentially may affect habitat selection 
behavior. We emphasize the need to analyze the rules of animal movement using partitioning 
methods based on the division of the whole trajectory into homogeneous movement bouts. 
Each of these movement bouts can then be characterized by a probability distribution for each 
descriptor (e.g. step length, turning angles). Then, for each relocation belonging to a 
particular behavioral state, availability can be estimated more precisely using the 
corresponding movement characteristics for this state. These state-movement analyses are 
required to build more realistic null models of random habitat selection that take into account 
behavioral constraints. 

2. GPS TECHNOLOGY: A DOUBLE-EDGED SWORD

The appearance of new technologies has resulted in important advances in many 
scientific fields, as it offers new opportunities to answer more questions. Since the early 
1990s, GPS technology has facilitated the measure of fine-scale movements of elusive 
animals in their natural environments over long time periods. Especially, it aids in our 
understanding of the link between fine-scale behavioral movement mechanisms and the actual 
distributions of animals. However, scientists, wildlife managers, and conservationists should 
be careful before adopting this technology. Even though GPS technology is appealing, the 
choice of the monitoring tool should be the consequence of a well-defined biological 
question. Such careful planning could aid the avoidance of mismatches between the question 
of interest and the type of data collected using a particular tool. Compared to older 
technologies (especially VHF) the use of GPS technology offers many advantages, but also 
induces different constraints and is not necessarily the adequate tool for every question about 
animal movements or distributions. Above all, the choice of the appropriate tool to record an 
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animal’s locations should be directly dependent on the sampling protocol defined itself by the 
question of interest. Irrespective of the biological question or sampling protocol, it is an 
accepted fact that the number of equipped individuals should be as large as possible in order 
to increase the generality of the findings. Two other parameters can then vary according to the 
question of interest: the time lag between relocations and the study period. In the following, 
we will discuss the relationships between biological question, sampling protocols, and choice 
of the adequate tool to record animal locations. 

2.1. Individual Variability  

The ecological characteristics of the focus species and especially the ratio of inter/intra-
individual variability in habitat selection can help determine the best sampling protocol and 
therefore the right tool to track animals in their environment. Girard et al. (2006) showed in 
their study that the number of animals is more important to assess habitat selection than is the 
number of fixes per animal. They obtained accurate habitat selection by moose with fix 
frequencies of only 1-7 per week, whereas often more than 15 individuals were needed to 
generalize the findings over the population. This suggests that, for generalist species with 
high inter-individual variability, it is important to obtain data from many individuals to assess 
habitat selection. On the contrary, if there is a strong intra-individual variability, the number 
of relocations obtained for each individual can become as important as the number of tracked 
individuals. Thus, knowledge about the biology of the species will influence the choice of 
sampling protocol (number of samples per individual versus number of sampled individuals) 
and, by consequence, the monitoring technology.  

2.2. A Matter of Scale 

The fix frequency of a telemetry protocol and the study period are generally a direct 
consequence of the scale of the study: questions regarding small-scale movements require 
high fix frequency (e.g. 1 point every second for a fractal analysis of albatrosses’ movements, 
Fritz et al. 2003). In the beginning of this chapter we discussed the interest to combine fine-
scale movement analyses with habitat selection studies. In this context, increased fix 
frequency may facilitate a more profound investigation of animal behavior. Moreover, the 
study duration may be long enough to explore the link between fine-scale behaviors and 
habitat selection at longer time scales. 

However, many questions in ecology do not rely directly on fine-scale behaviors of 
animals. Large-scale distributional questions can be answered with a lower fix frequency (e.g. 
1 point every 3 weeks for an analysis of home range composition and habitat use, 
McLoughlin et al. 2005). Important in the context of conservation and population dynamics in 
general is the linkage between habitat and animal performance (McLoughlin et al. 2005), for 
example to identify critical habitats for population viability in conservation biology (e.g. 
Akçakaya 1995). Mere occurrence has been shown to be misleading in some situations. For 
instance, an attractive sink is a habitat that is selected despite the lower performance 
experienced by the animals occupying it (Delibes et al. 2001). It can, therefore, be argued that 
to assess the existence of such attractive sinks, the measurement of performance is critical. 



Jodie Martin, Vincent Tolon, Bram Van Moorter et al. 14

Performance of animals, e.g. lifetime reproductive success, however is defined over quite 
long time scales and often is related to large-scale distribution patterns (e.g. habitat use, 
Conradt et al. 1999, home range composition, McLoughling et al. 2007). These measures of 
space occupancy do not require fine-scale measures of animals’ movements. Instead, a high 
number of individuals is often needed to highlight relationships between their performance 
and habitat. In this context it might be more interesting to invest less in fix frequency and 
more in number of tracked individuals. 

2.3. Main Costs and Benefits of GPS Technologies 

Tools and sampling protocols are intimately related, they often involve trade-offs 
between costs and perfect match. Prior to the selection of a telemetry technology, researchers 
should think about the associated costs and benefits (in terms of correspondence with the 
defined protocol) of the use of different tools within the biological context of the question. In 
theory, any study using VHF tracking by triangulation could be done with GPS tracking 
instead. That is, GPS collars potentially can deliver the exact same data (regarding frequency 
and time-lag) as VHF collars, whereas the reverse is not necessarily true over a long period. 
That being said, a study using telemetry will cover three main budget compartments; capture, 
equipment, and operation costs. We will consider only the case of nonlimiting captures, as it 
potentially involves limiting equipment and operating costs directly related to the monitoring 
technology to be chosen.  

The cost of equipment to monitor one animal is considerably higher with GPS technology 
than with VHF technology; GPS-tracking devices are approximately 10 times more expensive 
than VHF devices. However, with GPS devices the collection of data is automated, whereas 
VHF devices require human intervention to be effective; relocations are usually collected by 
triangulation of the signal, which implies a relatively high time and financial investment in 
the field. This results in limited operation costs of GPS technology (even with the use of a 
GSM device to download the data) as compared to VHF technology, especially for high fix 
frequencies. At a fixed cost, GPS technology, therefore, leads to an increase in sampling 
intensity compared to VHF technology. However, when the budget of the study is limited, 
this is often at the cost of lower numbers of individuals monitored (Figure 5). It is thus 
important to take into account these considerations of costs before deciding upon the adequate 
tool to choose for the sampling protocol. 

2.4. Some Recommendations  

When a large number of relocations per animal must be collected, GPS technology can 
provide adequate data, thanks to the automation of the process. This technology is particularly 
useful when fine-scale movements of animals need to be recorded, especially over long 
periods of time. This tool is, therefore, most appropriate to study dynamic aspects of habitat 
selection, as reported in this chapter. However, when the number of individuals is critical (as 
for generalist species, see above), and no intensive tracking is required, other tools can be 
more appropriate (e.g. VHF). For example, when ecologists must link habitat selection and 
animal performance on long time scales, it is better to invest in more individuals, tracking 
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duration, and field personnel to obtain the essential animal performance measures (source of 
mortality, breeding, litter size, etc.). The GPS technology does not seem to be the best tool for 
this task and VHF tools combined with direct observations can provide sufficient locations 
per animals to estimate their habitat selection at a large spatio-temporal scale. In this case, the 
savings made on equipment can be used to increase the number of tracked individuals. In 
general, at constant costs, what is gained in sampling intensity with GPS technology, on one 
hand is lost in generality on the other hand. 

It should be noted, however, that the increased fix frequency obtained by using GPS-
tracking might prove useful in determining animal performance using their movement 
patterns. GPS-tracking can be used to assess foraging success in particular cases. For 
instance, it is now commonly used to determine kill sites by large predators (e.g. cougar 
(Felis concolor), Anderson and Lindzey 2003; wolf (Canis lupus), Sand et al. 2005). These 
applications require previous calibration and validation of the models on the field. These 
examples are likely only the top of the proverbial iceberg of potential applications; we can 
expect more applications with our increasing knowledge of how movement patterns change 
with specific factors, like the presence of offspring etc. 

Figure 5. The sampling strategy, at a fixed cost, is the result of a trade-off between the number of 
individuals marked (N) and the number of relocations per individual (i). Typically, VHF monitoring 
allows a large number of individuals with fewer relocations per individual (thus no autocorrelation), 
whereas GPS monitoring allows fewer individuals with more relocations (thus autocorrelation). 

CONCLUSION

Despite some budget limitations, GPS technology offers interesting avenues for our 
understanding of the habitat selection process. The shorter time intervals between relocations 
allow for the study of more rapidly changing decisions of habitat selection at small spatio-
temporal scales. The increased temporal autocorrelation also allows the detailed investigation 
of different behavioral states with different movement characteristics. Whereas static
approaches of habitat selection often rely on the assumption of statistical independence of 
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relocations, the development of newer methods, driven by the collection of relocations with a 
shorter time lag, now allow the use of autocorrelation for more dynamic approaches. We 
expect such dynamic habitat selection studies to become even more common in the near 
future, as ecologists become more familiar with the use of methods from time-series analysis 
like state-space models (Patterson et al. 2008). Coupling habitat selection and movement 
analyses should provide new perspective to understand how individuals react to 
environmental heterogeneity during their lifetime. 

The use of GPS technology in wildlife management or conservation issues, however, 
often is motivated by technological advantage rather than biological questions. The appealing 
nature of GPS data (through higher precision and frequency, as well as automation of the data 
collection) often results in sampling strategies targeting large amounts of data. This often 
leads afterwards to data-dredging that can cause mismatches between the scale of the 
monitoring and the scale of the biological processes of interest. We warn every user of GPS 
devices about the statistical and conceptual changes induced by this technology used for 
studying habitat selection (Figure 5). In answer to the potential increase in autocorrelation due 
to higher fix frequency following technological developments in telemetry, we call for a 
paradigmatic shift in the study of animal habitat selection from static patterns towards 
dynamic processes. Especially with critical management or conservation issues, we stress that 
every ecologist should take care to start from the biological question at hand in making his 
choice of the most appropriate monitoring technology. 
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ABSTRACT

Habitat selection is a complex process occurring at different spatio-temporal scales. Studies 
on habitat selection should consider effects of spatial scale and temporal variability.  Failing 
to do so may reduce considerably the power to detect important fine-scale habitat selection 
behaviours, as is illustrated by our analyses. In this study, we investigated habitat selection of 
Scandinavian female brown bears Ursus arctos at two spatial scales: (1) establishment of 
home ranges and (2) use of habitat within home ranges, using Global Positioning System 
(GPS) data and K-select analyses. Previous research has suggested that most important 
limiting factors should be selected for at coarser scales. Our hypothesis, that females should 
avoid human disturbance (to improve their survival) when they establish their home range, 
was rejected. Low environmental heterogeneity and social constraints in bear populations may 
limit the opportunity for home-range selection. Our hypothesis that females should select 
habitats within their home range that provide ample food resources and minimize human-
caused disturbance was supported, demonstrating important habitat selection at this fine 
spatial scale. In addition, our temporal analysis of habitat selection in relation to changing 
environmental conditions revealed an avoidance of disturbed areas and a selection of rugged 
terrain by bears during periods of highest human disturbance. Our study clearly demonstrates 
the importance of considering the temporal changes in the animal’s environment for the 
process of habitat selection, especially at fine spatial scales. 

Keywords: Hierarchical; Brown bear; Ursus arctos; Spatial scale; Temporal scale
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INTRODUCTION

Habitat selection is a hierarchical process that is not necessarily consistent across scales (e.g. 

Boyce, et al. 2003, McLoughlin, et al. 2002, McLoughlin, et al. 2004, Schaefer and Messier 

1995). Indeed, different key factors may be involved according to the scale considered 

(Orians and Wittenberger 1991), therefore, it is important to determine the differences at 

multiple scales (Boyce, et al. 2003, Thomas and Taylor 1990). Johnson (1980) distinguished 

four orders of selection through spatial scales from geographical distribution of the species, 

over home range selection and patch selection within the home range to the selection of 

individual items (e.g. food items or bedding sites) within habitat patches composing 

individual home ranges.  

Rettie and Messier (2000) suggested that the most important limiting factors should be 

selected at coarser scales. According to these authors, a limiting factor dominating at a large 

scale should dominate selective behaviour until it becomes less important than the next most 

important limiting factor. Often, decisions at large scales reveal avoidance of predation or 

disturbance, whereas occurrence of food resources drives selection at finer scales (see e.g. 

May, et al. 2006, Rettie and Messier 2000). A complete understanding of the relationship 

between animals and their environment only can be appreciated after analysis at multiple 

spatial scales (Bowyer and Kie 2006), which could also greatly improve the effectiveness of 

management or conservation strategies. 

Although the influence of large-scale changes in environment (e.g. seasonal variation) on 

individual space occupancy has been well studied, short-term changes in environment (e.g. 

daily variations) that may influence animal behaviour at fine scale have been rarely 

investigated (however, Paukert and Willis 2002). For species living in human-dominated 

landscape, human influence is an important component of habitat. Typically, human activity 

varies along the day, being high during daylight and lower during the night. For species 

sensitive to human disturbance, these variations may provide important temporal changes in 

habitat selection behaviour. However, studies aiming at assessing hierarchical aspect of 

habitat selection often consider spatial component only. Failure to detect selection for a 

particular habitat component at a fine scale may result from temporal changes in the habitat 

selection process due to either changing environmental conditions or changing internal states 

(Moe et al. 2007). 

After almost having become extinct by the end of the 19th century due to overharvesting 

and habitat exploitation by humans, the Scandinavian brown bear Ursus arctos population 
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started to recover in the early 1900s as bounties were removed and protection policies were 

adopted (Linnell, et al. 2001, Swenson, et al. 1994, Swenson, et al. 1995, Swenson, et al. 

1998). Today, the population has grown to a substantial size (2000-3000 individuals 

throughout Scandinavia, Kindberg, et al. 2006) and the still increasing population size is 

accompanied by an expanding distributional range. Consequently, bears are colonizing more 

human-dominated landscapes, with large networks of roads, higher human densities, and 

concentrations of recreational cabins (Statistics Sweden 2003). Bear mortality is widely 

recognized to be mainly induced by humans (Wiegand, et al. 1998, Woodroffe and Ginsberg 

1998). Moreover, the Scandinavian brown bear population is hunted (Bischof, et al. 2008).  

Reproduction, however, is limited by both food resources (Hilderbrand, et al. 2000) and male 

infanticide (Swenson, et al. 1997). For long-lived species with low reproductive rates, it has 

been shown that survival is the most critical demographic parameter influencing population 

dynamics (see Gaillard et al., 2005). Following the hypothesis of Rettie and Messier (2000), 

bears should therefore avoid human disturbance at larger spatial scales, whereas food 

resources should be selected at finer scales. Previous studies of bear distribution in 

Scandinavia demonstrated the avoidance of high human density and infrastructures and a 

selection of forested areas and rugged terrain (Katajisto 2006, Nellemann, et al. 2007). Thus, 

the results from these studies are in agreement with the assertions of Rettie and Messier 

(2000) concerning selection of the most limiting factor at larger spatial scale, i.e. human 

influence. However, selection for forested areas not only indicates an avoidance of human 

presence, but also a selection for areas that provide food resources. In this study, we further 

explored habitat selection of Scandinavian female brown bears at the individual level to 

evaluate the influence of habitat variables across different spatial scales. We used a 

hierarchical approach to investigate factors affecting (1) the position of the home range 

location within the southern range of the population (Figure 1), and (2) the habitats used 

within the home range, corresponding to home-range and patch selection, respectively. We 

hypothesized that (i) bears should avoid human disturbance when establishing their home 

range and (ii) decisions regarding use of space at a finer scale should correspond to habitat 

components providing abundant food resources (Dahle, et al. 1998). Several important food 

items in the Scandinavian brown bears’ diet occur in regenerating forests. These forest stands 

harbour numerous species of ants (Rolstad, et al. 1998, Rolstad, et al. 2000), more diverse and 

abundant herbaceous materials (Apps, et al. 2004, Nielsen, et al. 2004), and promote grasses, 

herbs and crowberries Empetrum spp (Mallik 2003, Rolstad, et al. 2000). In addition, moose 

Alces alces, whose calves are predated by bears, forage preferably in regenerating forest 
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stands and clear-cuts (Cassing, et al. 2006, Edenius, et al. 2002, Nikula, et al. 2004). We 

therefore expected bears to select for these forest stands within their home range. We also 

investigated (3) fine-scale habitat selection on a daily basis. Humans should disturb bears at 

fine spatial and temporal scales. We thus expect that (iii) bears should escape human 

influence during period of high human activity, which takes place during daylight. 

Specifically, we investigated whether bears avoided human disturbance and selected for 

habitat features offering improved security.  Notably, slopes can provide increase security for 

bears (Apps, et al. 2004, Nellemann, et al. 2007) by increasing the detection range due to 

increased visibility and more olfactory information delivered by the wind (S. Brunberg, Pers. 

Com.), therefore, we expect selection of steeper slopes during daylight hours. 

Figure 1: Distribution of bears (light grey) and locations of shot female brown bears (grey dots) in 
Scandinavia. The black rectangle represents the study area. 
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MATERIAL AND METHODS

Data
Study area

The study was conducted in the southernmost reproductive core area of the Scandinavian 

brown bear population in Dalarna and Gävleborg counties, south-central Sweden (61°N, 

15°E, Figure 1). The study area consists primarily of intensively managed coniferous forest 

(80 %) in patches of different age stands, ranging from recent clearcuts to 90-100 years old 

trees (Swenson, et al. 1999). The other main land cover types are lakes and bogs. The terrain 

is hilly and the altitudinal gradient increases gradual from 175 m in the southeast to 725 m in 

the northwest. Human settlements are concentrated in the north and south with only few high-

traffic roads crossing the study area. However, isolated houses and both paved and gravel 

roads with low traffic volumes are distributed throughout the whole study area. 

Individual tracking data

We used relocations of 23 solitary adult female brown bears (3 to 14 years old) from May to 

August in 2006 (2 females), 2007 (9 females) and 2008 (12 females). Females were darted 

from a helicopter using a remote drug delivery system (Dan-inject®) shortly after den 

emergence in mid-April. For more details on drug protocols, see Arnemo (2005). During 

immobilization, females were equipped with GPS-GSM collars (Vectronic®) scheduled to 

take a fix every 30 minutes (i.e. 48 relocations per day). Location errors are inherent with this 

kind of data, which can potentially induce bias in habitat analysis. We therefore eliminated 

potentially large location errors by data screening based on two-dimensional (2D) and three-

dimensional (3D) fixes in relation to the positional dilution of precision (PDOP) (Lewis, et al. 

2007); 3D positions having a PDOP > 15 and 2D positions having a PDOP > 5 were removed. 

Due to missing data and large error positions, we obtained 80% of the theoretical number of 

fixes in average. As we used a resolution of 200 m × 200 m, the remnant GPS error became 

negligible.  

Environmental data

The environmental data for the study area were available with a resolution of 200 m × 200 m 

square pixels; each pixel was characterized by 7 variables related to topography, vegetation 

and human disturbance (Table 1). A Digital Elevation Model was available for the whole 
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study area (GSD–Höjdkurvor, 25m ekvidistans Lantmäteriet, Sweden) and used to derive 

slope. The CORINE Land Cover map (CLC00) was used to define six vegetation types and 

then distances to each type. Maps of distances to anthropogenic structures (low- and high-

traffic roads, houses and settlements) were derived from digital data of Sweden (GSD-

Översiktskartan, Lantmäteriet, Sweden).  

To assess the potential influence of human disturbance on habitat selection during the day, 

we computed an index of human disturbance, based on distances to anthropogenic structures 

(low- and high-traffic roads, houses and settlements). We computed a Principal Component 

Analysis (PCA) on the four variables and used the first axis of the analysis as synthetic index 

of human disturbance. ArcView version 3.2a (ESRI Inc., Redlands, California, USA) was 

used for preliminary preparation of environmental data. 

Table 1: Description, proportion and label of the different habitat variables used in the 
analyses of habitat selection of female brown bears in south-central Sweden. 

Habitat variables Description Label 

Coniferous forest 
(66%) 

Mainly Scot pines (Pinus sylvestris) and 
Norway Spruce (Picea abies) D_Conif

Regenerating forest 
(19%) 

Young aged stands forests from clear-cut to 
young forest D_Reg_for

Wetlands (7%) Mainly peat bogs (99.5%) D_Wet 

Distance to 
vegetation
type

Water (5%) Mainly water bodies (98%) D_Lake 

Elevation Digital elevation data in meter Elev 

Slope Slope in degrees, derived from Digital 
Elevation model Slope

Distance to high-traffic roads Linear distance to public roads in km D_high_traffic 

Distance to low-traffic roads Linear distance to private roads in km D_low_traffic 

Distance to houses Linear distance to houses in km D_houses 

Distance to settlements Linear distance to human settlements (small 
villages) in km D_settle
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Data analyses 
Hierarchical habitat selection 

We used a factorial analysis, the K-select, (Figure 2, Calenge, et al. 2005) to study home-

range and within home-range habitat selection by female brown bears. For each animal, the 

strength of habitat selection was assessed using marginality, i.e. the difference between the 

mean environmental conditions used by each individual and the mean environmental 

conditions available to them. For the selection of the home range, the whole study area was 

considered to be available to all animals and the home ranges (estimated using the classical 

method of Minimum Convex Polygon (Mohr 1947) with the 5% outermost relocations 

excluded) represented the utilisation, whereas for the within home-range selection, the home 

range itself was considered available and the utilisation was measured using the relocations 

directly. A Principal Component Analysis (PCA) was then run on the marginality vectors and 

returned a linear combination of the environmental variables that maximised the mean 

marginality, and thus extracted most of the habitat selection. If all animals have the same 

pattern of habitat requirements, all their marginality vectors will be oriented in the same 

direction and the mean marginality explained by the first axis will be high. The marginality 

explained by the first axis decreases as the variability in individuals’ habitat use increases. 

See Calenge et al. (2005) for details on mathematical procedures of K-select. All analyses 

were carried out using R (R Development Core Team 2007) and the package “adehabitat” 

(Calenge 2006). 

Time and home-range effects on small-scale habitat selection

As discussed above, we expect small-scale habitat selection to depend on the changes in 

the environment. Some environmental variables, like human disturbance, show marked 

diurnal changes, therefore we investigated changes throughout the day of small-scale 

selection of the disturbance effect.

The results from our previous analysis suggested further analysis of the interaction 

between selection of the home range and selection within the home range.  Therefore, we 

analysed the relationship between the structuring variables of home range selection and those 

within the home range.  
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Figure 2: Principle of K-select analysis. (a) Case of a single animal. The set of available pixels that 
compose the home range define a j-dimensional space of environmental variables (here, EV 1 to EV 3) 
where j is the number of EV. The origin of this space (Ok) defines the barycentre of the space, namely 
the average environmental conditions available to this animal. The relative frequency of use of the 
pixels as determined by the relocations forms the ecological niche of the individual in its home range 
(gray circles). The diameters of the circles are proportional to the frequency of use of the pixels. The 
barycentre of the niche (Gk) corresponds to the average environmental conditions used by this animal. 
The vector OkGk therefore corresponds to the marginality of the niche. (b) Case of 3 individuals. For 
each animals a vector of marginality is computed (OkGk). (c) K-select applies a translation of 
marginality vectors so that they all have a common origin and an eigenanalysis is performed on the 
translated vectors OG’k so that the successive components of the K-select maximize averaged 
marginality. Adapted from Calenge et al. (2005). 

RESULTS

Establishment of individual home ranges 
The two first axes of the K-select accounted for 71% (i.e. 41.5 + 29.5) of the individuals’ 

marginality — i.e. the strength of habitat selection — (Fig. 3a) and were retained in the 

analysis. The third axis still explained 14.2 % of the variation; however, the biological 

meaning of this axis is unclear (see Table 2). Major anthropogenic structures (distances to 

high traffic roads and disturbance index) contributed most to the first axis, whereas the second 

axis was explained primarily by an elevational gradient and distance to lakes, but also 

distance to settlements (Fig.3 b; Table 2). These results mirrored the structure of the study 

area itself (elevational gradient, isolated high traffic roads and settlements). No common 

pattern of habitat selection by individuals was apparent (Fig. 3c).

The landscape composition regarding vegetation types was quite homogeneous, with 

coniferous forests and regenerating forests covering 67% and 19% of the study area, 

respectively. Therefore, variation in vegetation composition among the individual home 

ranges was limited. However, the average distance to each vegetation type differed ranging 
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form a minimum average distance to regenerating forest of 143 m (W0422) to 980 m 

(W0826). Isolated houses and private roads were found equally in each home range. At this 

scale, the bears did not show a strong avoidance of high-traffic roads and settlements, while 

high variation existed between home ranges. 
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Figure 3:  Habitat selection of female brown bears in south-central Sweden at the 2nd order of 
selection. (a) Bar chart of the eigenvalues of the K-select, measuring the mean marginality explained 
by each factorial axis. (b) Variable loadings on the two first factorial axes. The projection of the 
variables on the factorial axes gives a representation of their contribution to these axes. (c) The 
individuals’ marginality vectors on the first factorial plane. The projection of individuals on the 
factorial plan allows the interpretation of the habitat selection by these individuals; the longer the 
arrow, the stronger the marginality. As availability is the same for all animals, the arrows are centered 
on the origin of the factorial plane. 
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Table 2: Scores of variables on the three first axes of the K-select analyses regarding habitat 

selection of female brown bears in south-central Sweden. The higher the absolute value, the 

higher the contribution of the variable on the axis. 

2nd order 3rd order Habitat variables 
Axis 1 Axis 2 Axis 3 Axis 1 Axis 2 Axis 3 

Elevation 0.133 -0.595 -0.263 -0.102 0.011 -0.027 
Slope -0.110 -0.095 -0.094 -0.345 0.037 -0.088 
D_Conif 0.077 -0.057 -0.052 0.007 -0.001 0.056 
D_Reg_for -0.089 -0.041 -0.025 0.191 -0.022 -0.156 
D_Wet 0.021 0.158 -0.010 -0.056 -0.064 0.053 
D_lake 0.406 -0.540 0.513 -0.070 -0.016 -0.020 
Disturbance 0.903 0.295 0.014 0.027 -0.151 -0.008 
D_High_traffic -0.799 0.178 0.254 -0.002 -0.037 0.009 
D_low_traffic  0.026 -0.119 -0.154 -0.007 -0.130 -0.065 
D_houses -0.271 -0.066 -0.021 -0.055 -0.193 0.019 
D_settle -0.453 -0.565 -0.071 -0.003 -0.008 0.038 

Use of habitats within home ranges 
The two first axes accounted for 61% of the individuals’ marginality (Fig. 4a) and were 

retained in the analysis. In contrast to the level of home range establishment, there was a 

common pattern of habitat selection within home ranges; all females selected steeper slopes 

and shorter distances to young forests (as revealed on the first axis, Fig. 4 c, d). However, a 

high variability in habitat selection in relation to anthropogenic structures (distance to houses 

and distance to low-traffic roads) was found on the second axis; W0624, W0826, W0411 and 

W0504 selected areas particularly close to houses and private roads, whereas W9403, W0425, 

W0209, W0720 and W0610 selected areas further from houses and low-traffic roads.  

It is important to note that there was no correlation between slope and regenerating forest 

in the overall study area (r = -0.06), nor between coniferous forest and slope (r = -0.14). 

Additionally, there was no correlation between slope and these vegetation types (r = -0.11 and 

r = -0.02 for young forests and coniferous forests, respectively) in the bear relocations. Thus, 

female bears did not seem to select steeper slopes when they were in regenerating forest 

compared to older forest.

 There was a strong variability in the use of disturbed areas and rugged terrain during the 

day (Fig. 5). Females were located on steeper slopes and in less disturbed areas during the 

main periods of human activity (i.e. during daylight hours). 
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Figure 4:  Habitat selection of female brown bears in south-central Sweden at the 3nd order of 
selection. (a) Bar chart of the eigenvalues of the K-select, measuring the mean marginality explained 
by each factorial axis. (b) Variable loadings on the two first factorial axes. (c) The individuals’ 
marginality vectors on the first factorial plane, labels corresponding to the average habitat availability. 
(d) The individuals’ marginality vectors after re-centering each individual habitat availability.
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Figure 5: Variability in the use of slopes and disturbed areas by 23 Scandinavian female brown bears 
during the day (mean ± se for each hour of the day).

In addition, females in home ranges with a higher disturbance (the left-hand side of Fig. 

4c) seemed to show a stronger selection for slopes and shorter distance to regenerating forests 

(longer arrows parallel to first axis, Fig. 4c). We therefore investigated the influence of home 

range composition in terms of anthropogenic variables (coordinates on the second axis of the 

home-range establishment K-select) on the strength of selection (length of the marginality 

vectors on the first axis of the within-home-range selection K-select). Although two 

individuals had extreme values, we highlighted a positive correlation using a non-parametric 

regression curve (LOWESS, Cleveland 1993), meaning that females with more human 

disturbance in their home range tended to show greater selection for steeper slopes and 

regenerating forests (Fig. 6).
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Figure 6: Relationship between the composition of Scandinavian female brown bear home 
ranges regarding anthropogenic structures (x) and the strength of selection for slopes and 
regenerating forest. The composition of home ranges regarding anthropogenic structures is 
estimated by the position of each individual on the second axis; the strength of selection for 
slopes and regenerating forest is estimated by the length of marginality vectors on the first 
axis. On this figure, individuals with many houses and low-traffic roads in their home ranges 
are associated with higher value of selection toward slopes and regenerating forests. Gray 
triangles are individuals with extreme values. For visualizations of this association, we fitted a 
non-parametric regression curve (LOWESS, Cleveland 1993) to the data points.

DISCUSSION

Our hypotheses were that bears should (i) select undisturbed areas while establishing their 

home range, (ii) select habitats providing food items inside their home range, and (iii) show 

temporal avoidance of human anthropogenic structures at a daily scale. Our first hypothesis 

clearly was rejected, whereas the second and the third hypotheses were supported. Rettie and 

Messier (2000) suggested that limiting factors that potentially can reduce individual fitness 

should drive selection at coarser scales. They proposed a direct relationship between these 

limiting factors and the selection level of individuals, suggesting a continuum of scales at 

which these factors should impact individual fitness differentially. Our results do not support 

this hypothesis completely. Indeed, female brown bears do exhibit an avoidance of human 

structures at the landscape scale (Katajisto 2006, Nellemann, et al. 2007) and at a fine scale 

(within home ranges), but there seems to be no particular pattern of avoidance of these 

structures at an intermediate scale, that of home range establishment. Our results also showed 
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that bears avoided disturbed areas and selected steeper slopes during daylight hours, 

supporting our third hypothesis. 

At the level of home range establishment, the bears showed no general pattern of habitat 

selection of the variables considered and did not particularly avoid anthropogenic structures, 

such as high-traffic roads or human settlements. Instead, individual home ranges seemed to be 

distributed randomly throughout the study area and were composed of various distances to 

habitat types. This pattern can be explained by the fact that our study site as a whole was well 

suited for bears. Aberg et al. (2000) also reported the difficulty to demonstrate habitat 

selection in the absence of strong environmental variability in suitability. 

In addition to the relative spatial homogeneity in suitability, also the social organisation of 

female brown bears probably contributed to the apparent lack of home-range selection. 

Indeed, Benhamnou (1998) commented on the importance of social relationships for the 

spatial organisation of home ranges. In our case, the home ranges of unrelated females show 

little overlap (Støen, et al. 2005), suggesting a form of territorial behaviour. Beckmann & 

Berger (2003) also found an ideal-despotic distribution of black bears Ursus americanus, with 

larger males precluding females and smaller males from areas with abundant food resources. 

The same mechanism may occur among female brown bears, subordinate females being 

forced to establish in lower quality habitats by dominant females, for instance in more 

disturbed areas. This phenomenon has been demonstrated in social species like wild 

chimpanzees Pan troglodytes, where dominant females compete with subordinates, forcing 

them to settle in lower quality areas (Murray, et al. 2007). In addition, female brown bears are 

often philopatric (Støen, et al. 2005), settling close to or within their mother’s home range, 

although subdominant siblings are sometimes forced to disperse due to competition for 

philopatry (Zedrosser, et al. 2007), but do not move far from their natal area (27 km on 

average; Støen et al. 2006). Philopatry could provide benefits for females establishing 

matrilineal assemblages (e.g. “silver spoon”-effects), which can partly replace habitat-driven 

home-range selection behaviour. Mothers often let their daughters have pieces of their own 

home ranges (Støen, et al. 2005). As such, daughters may have better knowledge of their 

environment, particularly the locations of food resources within parts of their home range, 

contrary to those that settle in completely new home ranges. Therefore, the proportion of the 

mother’s home ranges within a female home ranges may be an important “habitat” variable. 

The concurrent study of matrilineages and habitat selection would allow a fuller investigation 

of the choice of home ranges. 
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Although no selection occurred at the level of the home range, within the home range a 

common pattern arose of selection for steep slopes and regenerating forests. In agreement 

with our hypothesis, females selected for areas providing food resources (regenerating forests) 

within their home range. However, we also found a strong selection for steep slopes, which 

demonstrated that they selected for areas providing higher relative security, although no 

particular avoidance of human disturbance was demonstrated by the analysis. However, the 

analysis of temporal selection of disturbed areas during the day revealed an avoidance of 

these areas during hours of higher human activity. In addition, bears also selected steeper 

slopes during that same period of the day.  

Our results suggested a functional response by bears to human disturbance. Although all 

bears seemed to select slopes and regenerating forests, the strength of this selection varied 

greatly according to the degree of human disturbance in the home range (Fig. 6). Bears used 

steeper slopes when their home range was located in an area with higher human disturbance, 

probably due to the need for increased security (Nielsen, et al. 2004). Thus, females that may 

not have the possibility to establish their home range in less disturbed areas may compensate 

for this by adjusting their habitat selection at a finer spatial scale, showing greater selection 

for steeper slopes than females located in less disturbed areas.

In this context, it is important to note that, at the individual scale, the reason older forests 

seemed not to be particularly selected was because of their high availability throughout the 

study area and thus in home ranges. However, these forests probably are important, as they 

provide security and thermoregulation during resting periods (REF). Old forests also provide 

some important food items, like blueberries Vaccinium myrtillus, which are negatively 

affected by clear-cutting (Kind 2001).   

CONCLUSIONS

Habitat selection is a complex process occurring at different spatio-temporal scales. Our 

results demonstrated that limiting factors for bears were not consistent across spatial scales. In 

agreement with the hypothesis of Rettie and Messier (2000), bears avoided the most limiting 

factor (human influence) at the largest scale (landscape scale, Katajisto 2006) and selected 

food resources at the finest scale (within their home range). However, although human 

influence did not appear to be avoided at this fine scale, our results showed a temporal 

avoidance of disturbed areas and a differential selection of secure areas (slopes); bears were 

located in rugged terrain and less disturbed areas during the main period of human activity. At 
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the intermediate scale (home range establishment), our study did not reveal any common 

pattern of habitat selection, indicating that either the social structure of females is the most 

important factor driving females’ home range establishment (i.e. this scale may not be 

biologically relevant for bears’ habitat selection) or dominant females or matrilines might 

force subdominant females to occupy less suitable areas (with few regenerating forests and 

high degree of human influence), resulting in home ranges with high and low habitat quality.
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ABSTRACT

Movement patterns should reflect interactions between individual requirements and temporal 
variability in resource availability. In seasonal environments and under various internal 
conditions, animals should therefore exhibit spatial and temporal variability in their movement 
patterns. Brown bears (Ursus arctos) undergo different changes in their internal states during the 
year (hypo- and hyperphagia) and therefore their requirements change according to season. In 
addition, reproductive status entails additional energetic demands and constraints. As expected, 
we found important differences across seasons and according to reproductive status in bear 
movement patterns. Moreover, external factors such as climate, vegetation types or degree of 
disturbance affected speed and sinuosity of movement differentially throughout the year. To 
our knowledge, few studies investigated simultaneously the effect of internal state and 
environmental variables on daily movement patterns of animals through the entire year.

Keywords: Daily movement pattern, Brown bear, Ursus arctos, search behaviour, internal 
state, external correlates 

1 Correspondence : martin@biomserv.univ-lyon1.fr, Tel : + 33 04 72 43 35 84, Fax: +33 04 72 43 13 88



 MOVEMENT PATTERN

2

INTRODUCTION

In heterogeneous landscapes, animal movements reveal the strategies that individuals 

have adopted to meet their requirements (Bergman 2000, Austin et al. 2004), such as choices 

concerning the type of resources to use, the location of resources, and how they distribute the 

use of resources among time periods (Schoener 1971, Stephens & Krebs 1986, Bell 1991). In 

theory, animals should balance the potential benefits (e.g. resource access) and costs (e.g. 

energetic costs, risk of predation) of movement (Bell 1991). Several factors may influence 

these individual movements including both internal state (e.g. reproductive status, body 

condition, seasonal requirements) and external factors (e.g. food distribution, climatic 

conditions, disturbance) (Stephens & Krebs 1986). In seasonal environments and under 

various internal conditions, animals should therefore exhibit spatial and temporal variability 

in their movement patterns. 

To our knowledge, there are few studies that simultaneously have investigated how both 

internal states and external factors affect animal movement to obtain an integrated 

understanding of their combined influence. Moreover, movement studies usually focus on 

particular types of movements (mainly foraging and dispersal movements) and seldom on 

variation of daily movements (including all individual activities) over the year. However, 

studying daily movement patterns can provide insights on both daily activity patterns 

(because of the close connection between activity and movement; Schmidt 1999) and resource 

search behaviour (Bell 1991). The main activity of most animals being the search for 

resources (mainly foraging, but also search for mates), we can therefore link movements to 

search behaviour (and particularly optimal foraging), and investigate questions regarding 

when, where and how an individual should move (or search for resources).  

Activity patterns should optimize energy intake while minimizing costs associated with 

foraging (Charnov 1976). Foraging time should therefore be optimized to exploit resources 

efficiently (Schoener 1971, Stephens & Krebs 1986). Most animals show a rhythmic 

behaviour called the “circadian rhythm”, which depends mostly on physiological states 

(Sollberger, 1965), but also can be affected by environmental variables (Aschoff 1966). 

Therefore, the daily movement pattern should vary according to both external correlates and 

internal factors (Sollberger, 1965) and hence exhibit variability, especially for species that 

undergo marked seasonal changes in their habitat and requirements.  
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In addition to this expected great variability in daily movement patterns, animal 

movement rates may vary according to individual requirements (which vary for example 

during the year and with reproductive status) and the environment in which they move (e.g. 

habitat types, terrain ruggedness, risky habitat). When resources are patchily distributed, 

movements should be slower and more convoluted in high-quality patches, to keep 

individuals in these good habitats (Zollner & Lima 1999, Fahrig 2007, Snider & Gilliam 

2008; e.g. Marell et al. 2002). The same type of movement should be exhibited by animals 

with low body condition, because of the energetic costs of movements (faster movements 

leading to higher energetic costs). When animals are searching for new resources patches 

however, movement should be faster and more directed because it leads to higher search 

efficiency, as it increases the probability of finding new patches and reduces the number of 

patches revisited (Stephens & Krebs 1986, Wolf & Hainsworth 1990, Zollner & Lima 1999). 

Also, faster and linear movements reduce the time spent in risky habitat (Zollner & Lima 

1999, Chapman et al. 2007). Climate (especially temperature) might influence movement and 

daily activity patterns as well. For example, ungulates change their behaviour to avoid 

thermoregulation costs by resting during periods of high temperature and waiting for cooler 

temperatures before moving (Dussault et al. 2004, Maloney et al. 2005, Aublet et al. 2009). 

Therefore, individuals constantly have to balance efficient search and energetic costs 

associated with movements. 

The factors that drive movement patterns of large animals remain poorly understood, 

because of their large spatial requirements and their elusive behaviour (Noss et al. 1996, 

Austin et al. 2004). New technologies, such as Global Positioning Systems (GPS), enable 

researchers to estimate individual movements by remotely recording individual relocation 

with high frequency. In this paper, we investigate daily movement patterns of GPS-collared 

female brown bears (Ursus arctos) over a whole year of activity (from April to September). In 

particular, we investigate how movement patterns vary under the joint influence of seasonal 

change of environment and biological requirements of bears. Our goal therefore is to 

characterize the influence of both internal factors (reproductive status, energetic requirements) 

and external factors (weather, habitat type, human influence) on movement speed and turning 

angles between relocations. Studying these two movement parameters allows us to investigate 

movement according to bear requirements and under the various constraints experienced by 

individuals.

Several studies of bears have revealed a bimodal daily pattern, with activity peaks around 

dawn and dusk (Gervasi et al. 2006, Kaczensky et al. 2006, Moe et al. 2007). We therefore 
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expected a strong variability of movement during the day, due to this circadian rhythm. We 

expected to find an alternation of fast and slow movements, as well as sinuous and straighter 

movements corresponding to necessary activities, such as feeding or moving, but also resting 

behaviour, shown by very slow and convoluted movements due to GPS error (Calenge et al. 

2009). We also expected to find an effect of daylight duration, which has been shown to be 

the major factor determining circadian circles (Sollberger 1965).  

Bears’ requirements vary greatly throughout the year (e.g. post-denning period, the 

breeding season, pre-denning period of hyperphagia), as does the availability of resources. 

We therefore expect bears to adapt their movements according to seasons. Particularly, bears 

should move slower after den emergence because of their low body condition during this 

period (weight difference between autumn and spring averages 62 kg; Swenson et al. 2007a). 

On the contrary, during the breeding season where females have gained body mass, they 

should increase their movement to increase the probability to find mates. Similarly, during 

pre-denning season, females should increase their speed and the directionality of their 

movement to search efficiently for food resources, necessary to meet their energetic demands 

to prepare hibernation period. Females followed by cubs of the year should have additional 

energetic requirements (e.g. lactation; Loudon 1985), especially after exit of the den, but the 

low movement capacity of their pups might constrain their movements. Moreover, they 

should have slow movements on limited areas (convoluted movements) during mating season 

to avoid encountering infanticidal males (Ebensperger 1998, Dahle & Swenson 2003), which 

has been reported to be an important cause of cub mortality on our study area (Swenson et al. 

1997).

Generally, we expect bears to move faster in less secure areas (e.g. open habitat, areas 

close to human structures) than in resource-rich habitats (regenerating forests; Martin et al. 

unpublished) or secure habitats (slopes, coniferous forests; Martin et al. unpublished).

We also hypothesize an influence of climate variables (rainfall and temperature) on bear 

movements. Particularly, we expect that bears decrease their movements during days with 

higher temperatures. Due to behavioural thermoregulation, we expect less intensive 

movements when temperature is high during the warm season and that rainfall should 

promote movements during the warm season. During cooler seasons (e.g. after exiting the 

den) however, temperature should have a positive influence on movements. 
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MATERIALS AND METHODS

Study area and species 

We conducted the study in the southern-most reproductive area of the Scandinavian 

brown bear population, located in the counties of Dalarna and Gävleborg, in south-central 

Sweden (61°N, 15°E). The terrain is hilly and the elevation ranges from 200 to 700 m above 

sea level. The area consists mainly of highly managed productive forest (80%), bogs and 

lakes (together 20%). The forest is dominated by Scots pine (Pinus sylvestris) and Norway 

spruce (Picea abies) and consists of patches of differently aged stands ranging from clear-cuts 

to 90-100-year-old forests (Swenson et al., 1999). Human settlements and high-traffic roads 

are rare in the study area, but isolated houses and low-traffic roads are evenly distributed 

throughout the study area. The mean temperature in January and July are -7° and 15°, 

respectively. Snow cover lasts approximately from late October until early May. Average 

precipitation is approximately 600-1,000 mm annually (Swenson et al. 1999). Bears are 

intensively hunted in the study area in the fall, starting from late August and last 1-2 months. 

The brown bear is a solitary species that is active on average about 7-8 months annually, 

from April to November. It is omnivorous and the diet varies among populations. In 

Scandinavia, bear diet varies greatly across seasons and is mainly composed of graminoids, 

forbs, berries, ants and ungulates. (Dahle et al. 1998, Persson et al. 2001) 

The year was divided in 4 biological seasons, each corresponding to particular foraging 

behaviours (related to food availability) and reproductive status (Dahle et al. 1998, Dahle & 

Swenson 2003b, Zedrosser et al. 2007). The pre-mating season (15 April – 8 May) 

corresponds to the emergence from winter hibernation. During this period bear diet is mainly 

composed of herbaceous vegetation and ants, but also on old berries (Dahle et al. 1998, 

Persson et al. 2001). The mating season (9 May – 22 June) corresponds to the period where 

females are in oestrus (Dahle & Swenson 2003b). During this period, brown bears become 

more carnivorous, mainly hunting moose calves (Swenson et al. 2007b). Both males and 

females roam to mate during this period (Dahle & Swenson 2003a). Because the implantation 

of the foetus is delayed until November, females give birth during the following winter, 

generally in January. There is no paternal care; the young follow their mother during 1.5 to 

4.5 years. Females that separate from dependent cubs before or during mating season become 

receptive within 2–4 days after separation (Bellemain et al. 2006). Infanticide (the killing of 
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dependent young by conspecifics) by males has been reported in this population and is 

considered the most important factor influencing cub survival (Swenson et al. 1997, 2001).

During the post-mating season (23 June - 31 July), bears mainly eat ants and forbs (Dahle et 

al. 1998, Persson et al. 2001, Swenson et al. 1999). The last biological season we defined (1 

August - den entrance) corresponds to the period of hyperphagia, when bears consume mainly 

berries rich in carbohydrates (Dahle et al. 1998) to fatten before entering the winter den. 

Data collection  

We analysed relocation data of female brown bears over 3 years (2005, 2006 and 2007). 

Twenty females were darted from a helicopter using a remote drug delivery system (Dan-

Inject, Børkop, Denmark) and equipped with GPS-transmitter collars (GPS-plus-3; 

VECTRONIC Aerospace GmbH, Berlin, Germany). Due to the high battery capacity of the 

collars, some females were followed 2 or 3 consecutive years (8 and 1 females, respectively), 

resulting in 30 periods of bear activity. Females followed by cubs of the year (hereafter 

referred to as female with cubs) were not captured for ethical reasons. However, some of the 

lone females equipped with GPS collars gave birth the following winter, which gave us the 

opportunity to follow these females the year of parturition. As a result, 6 of the 30 periods of 

bear activity were from females accompanied by cubs of the year. GPS collars were 

programmed to record relocation with a fixed frequency of 30 minutes (i.e. 48 daily 

relocations). 

Movement parameters

To estimate daily movement patterns, we used speed between successive locations as a 

measure of movement rate. For each female, movements were characterized independently by 

discrete segments connecting successive relocations. Speed between relocations was 

estimated by dividing segment lengths (or distances between each relocation) with time lags 

separating relocations (i.e. 30 minutes). As a measure of sinuosity, we also calculated cosines 

of relative angles (or turning angles; Turchin 1998).

To avoid any bias that could result from missing data, we removed estimates of speed and 

cosines of relative angles that were obtained from 2 relocations separated by one or more 

missing data points. It is important to note that when animals are resting, apparent movement 

due to GPS error creates apparent sinuosity of movement (Calenge et al. 2009). We therefore 

considered sinuous and very slow “movements” to be resting behaviour. Analyses were 
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carried out using R (R Development Core Team, 2007) and the package “adehabitat” 

(Calenge, 2006). 

Habitat and environmental variables 

The study area was divided into a grid of square pixels (200 x 200 m), which were 

characterized for three variables: slope, vegetation, and human disturbance. We derived slope 

from a Digital Elevation Model available for the whole study area (GSD - Höjdkurvor, 25m 

ekvidistans Lantmäteriet, Sweden). The CORINE Land Cover map (CLC00) was used to 

define 5 vegetation types: bogs, coniferous forests (mainly Scots pine and Norway spruce), 

lake, mixed forests (mix of coniferous forest and deciduous forest which are mainly 

composed by common birch Betula pubescens), and regenerating forests (young-aged forests 

stands from clear-cut to young forest).  

An index of human presence was computed, based on 4 anthropogenic variables: 

distances to public and private roads, to isolated houses, and to human settlements, each 

derived from digital data of Sweden (GSD-Översiktskartan, Lantmäteriet, Sweden).  As the 

influence of distances to these structures on bears may not be linear, we assumed that the 

potential influence was the same above a given threshold. Although bears express a relative 

tolerance for human-caused disturbance, a review by Linnell et al. (2000) revealed an 

avoidance of human activity at 1-2 km. Moreover, Swenson et al. (1996) found that brown 

bears prefer den sites >3 km from villages. We therefore chose a maximum threshold value of 

2000 m for distances to roads and houses, and 3000 m for distances to settlements. Above 

these thresholds, distance values were equal, meaning that the potential influence was the 

same. We added all the distance maps to create the human influence index. The resulting map 

provided an index ranging from 200 to 9000, with low values corresponding to high human 

influence. For reading convenience, we standardized the index, dividing it by the maximum 

value (9000), and inverted it so that a low index corresponded to low disturbance. 

ArcView version 3.2a (ESRI Inc., Redlands, California, USA) was used for preliminary 

preparation of spatial data and the package “adehabitat” (Calenge, 2006) for R for the 

computation of the index. 

 We used average daily temperature (in degrees) and daily accumulated precipitations 

(in mm) from weather data obtained from Särna and Sveg weather stations. We averaged 

climatic data values from the two stations, as the study area is located between them. 
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We estimated daylight duration (in minutes) by calculating the time between sunrise and 

sunset. Time of sunrise and sunset were available at http://www.cactus2000.de. We used the 

data from Östersund (63.18°N, 14.65°E). 

Statistical analyses 

We used multiple regressions to assess the influence of daytime (in hours), vegetation 

type (coniferous forest, mixed forests, young forest, bogs), slope (in degrees), human 

influence (standardized index, see above), temperature (in degrees Celsius), precipitation (mm 

per day), age (in years), and length of daylight (in minutes) on movement parameters (speed 

in km/h and cosine of relative angles). Due to the strong effect of daytime found in previous 

research on bear activity (Kaczensky et al. 2006, Moe et al. 2007) and in preliminary analyses 

of mobility in our data (Figure 1), a null model without daytime would not make biological 

sense. Hence, we included daytime in all our models. A total of 128 models were evaluated, 

corresponding to all potential combinations of the aforementioned variables. 

We expected a strong influence of reproductive status and season on movement patterns 

and to avoid too much interactions in the models, we chose to model movement patterns for 

reproductive categories (lone females and females with cubs of the year) and seasons (pre-

mating, mating, post-mating and hyperphagia) separately (2 reproductive status * 4 seasons * 

128 models). In addition, this choice reduced model complexity and facilitated interpretation.

We used Generalized Additive Models (GAM; Hastie and Tibshirani, 1990) to account for 

non-linear effects of daytime on mobility (Figure 1 and Kaczensky et al. 2006; Moe et al. 

2007). A GAM is a flexible semi-parametric method to model non-linear relationships 

between a response variable and its explanatory variables. This non-linear relationship is 

modelled by a smooth function of these explanatory variables. We used a cyclic cubic spline 

smoother to model the non-linear and cyclic effect of daytime (this smoother is available in 

the R package “mgcv”; Wood 2006). In this cubic spline the point at the end of the day is 

constrained to be the same as the one at the beginning. The degree of smoothing is determined 

by generalized cross validation (Wood 2006). This approach results in a robust smoother that 

explains most of the variance while avoiding an over-fitting of the data. Therefore, in GAMs 

the shape of the function is not restricted by a parametric form, instead the function’s shape is 

determined by the data.  

For each individual, we repeatedly measured the movement pattern, which entailed 

dependence between observations of the same individual, i.e. pseudo-replication. Mixed 



 MOVEMENT PATTERN

9

models, by their use of random effects in addition to fixed effects, allowed us to avoid 

pseudo-replication. The integration of GAMs and mixed models has led to the development of 

Generalized Additive Mixed Models (GAMM; Wood 2006), which combines the flexible 

non-linear modelling of GAMs with the possibility of using random effects. Thus, we used 

GAMMs (R package “mgcv”; Wood 2006) to model movement patterns with individual as 

random effect and all other explanatory variables as fixed effects, using a cyclic cubic spline 

smoother for daytime only. 

 Because there is potentially temporal autocorrelation between successive relocations 

(fixes attempted every 30 min), we used a bootstrap procedure. By randomly sampling 1,000 

points from each of our data sets (range n = 2,281 – 34,594) we avoided autocorrelation 

between relocations. We repeated this sampling 1,000 times, which allowed us to determine 

the confidence intervals of each estimated regression coefficient.  

 Model influence was assessed using the Akaike Information Criterion (AIC, Burnham 

& Anderson 2002, Johnson & Omland 2004) approach. Due to model selection uncertainty, 

we opted to use model averaging as a multi-model inference tool (Wintle et al. 2003). For 

each bootstrap, we calculated the weighted mean of the regression coefficients on the 128 

models using the model’s Akaike weight as weight (Burnham & Anderson 2002, Johnson & 

Omland 2004). As mentioned above, the 1,000 bootstraps provided us with the distribution of 

the weighted mean of the regression coefficients.  

 To simplify the interpretation of the daytime spline smoother, we determined peaks 

and valleys using the maximums and minimums of the spline of the null models, respectively. 

This allowed us to easily investigate periods of high and low mobility, and periods of linear 

and sinuous movement patterns.  

RESULTS

Bears daily movement patterns 

As expected, Scandinavian female brown bears showed a circadian movement pattern (and 

thus activity pattern) with 2 peaks around dawn and dusk and the main resting period during 

the day (Figure 1).The biological rhythm of bears followed the time of sunrise and sunset 

within seasons (Figure 2). Intensity and linearity of lone females’ activity was greatest around 

2.3, 2.2, 1.8 and 1.2 hours after sunrise for pre-mating, mating, post-mating and hyperphagia 

seasons, respectively. The second peak took place 1, 1.8, 2 and 0.7 hours before sunset for the 
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same seasons, respectively. The same pattern was found for females followed by cubs, 

although there was a timing difference compared to lone females. During the pre-mating 

season, females with cubs tended to be most active during only one period, 7 to 10 hours after 

sunrise. During the mating season, they started to establish a bi-modal movement pattern, 

although they still were more active in the middle of the day (4:15 after sunrise and 3:30 

before sunset), about 2 hours later than lone females for the first activity peak and 1.5 hours 

earlier for the second peak. Both categories of females tended to show comparable patterns 

during post-mating season. 

Daily variation in speed and linearity of movement 

The speed and sinuosity of movement varied greatly among biological seasons and 

reproductive categories. The averaged daily speed of lone females was 1 km/h during the pre-

mating season, 1.9 km/h during the mating and post-mating seasons, and 1.5 km/h during the 

hyperphagia season. Females with cubs moved more slowly, but increased their movement 

through the year: 0.1, 0.5, 1.2 and 1.5 km/h for the same seasons, respectively. 

Lone females progressively increased their movement speed and linearity throughout the 

year until the post-mating season (Figure 3 & 4; speed increased about 175% between the pre-

mating and mating seasons, and 80% between the mating and post-mating seasons). During 

the hyperphagia season, however, they decreased their movement rate slightly (speed 

decreased 35% compared to the post-mating season). Females with cubs increased their 

movement throughout the year and this trend was even more pronounced than for lone 

females: increase of 250% from the pre-mating to the mating season, 300% from the mating 

to the post-mating season, and 75% from the post-mating to the hyperphagia season (Figure 

3). However, their averaged speed was much lower than that of lone females, except during 

the hyperphagia season, where the contrary was found. Lone females moved 5.5, 4.5 and 2 

times more than female with cubs during the pre-mating, mating, and hyperphagia seasons, 

respectively. Females with cubs moved 1.1 times more than lone females during hyperphagia 

season.

Bear movement seemed to differ with age of individuals (Figure 5i). Older lone females 

moved less than younger lone females during the post-mating season and much less during 

the hyperphagia season. When accompanied with cubs, older females moved less than 

younger females during the pre-mating, mating and post-mating seasons, but showed no 

difference during the hyperphagia season.
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Environmental factors influencing movement patterns 

To facilitate interpretation of the effect size for all the factors, we report the range of values 

for each studied variable in Table 1. 

Effect of vegetation types

To assess the effect of vegetation on movement speed according to our predictions (faster 

movements in risky habitats), we compared closed, resource-rich vegetation types 

(coniferous, mixed and young forests) to open, resource-poor habitats (bogs). Bogs were 

therefore used as the reference in the GAMM models and all other vegetation types were 

compared to this reference. During the pre-mating season, there was a strong difference in 

movement speed between bogs and the three other vegetation types for lone females (Figures 

5). They moved more slowly in the latter vegetation types (on average 3 km/h slower than in 

bogs). The difference was least during the mating season, but the same pattern was evident 

(on average 1 km/h slower than in bogs). There was no effect of vegetation type on movement 

speed during the post-mating season. During the hyperphagia season, they moved more 

slowly in coniferous and young forests (on average 1 km/h slower than in bogs), but we found 

no difference for mixed forests.  

Females with cubs, on the contrary, moved as fast in bogs as in coniferous and mixed 

forests during the pre-mating season. They only tended to move faster in young forest than in 

bogs (1.8 km/ faster than in bogs). During the mating season, they moved faster in forested 

areas than in bogs, contrary to lone females (0.1 to 2.8 km/h faster than in bogs). During the 

post-mating season, vegetation types had little influence on movement speed by females with 

cubs. The effect of vegetation type seemed to be higher during hyperphagia, when females 

with cubs moved more slowly in all forested habitats than in open habitats (1.5 to 2.9 km/h 

slower than in bogs).

Effect of human presence 

For both reproductive categories, human presence had the same effect during the pre-mating 

season; females moved faster in areas with more human presence (Figure 5; about 0.4 km/h 

faster). The same trend was found during hyperphagia, although the effect was less (0.1 and 

0.25 km/h faster for lone females and females with cubs, respectively). During the mating 

season, females with cubs were even more sensitive to effect of human presence (moved 0.7 

km/h faster in these areas). On the contrary, lone females seemed to show the opposite 
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behaviour; they moved more slowly in areas with human presence (0.1 km/h slower in areas 

with human presence). For both reproductive categories, human presence did not seem to 

have any effect on movement behaviour during the post-mating season.  

For both reproductive categories, movement speed was different on slopes only during the 

post-mating and hyperphagia seasons (Figure 5h). When bears moved in steeper areas, they 

tended to move more slowly (an increase of 5° entails an increase of 0.4 to 0.75 km/h for lone 

females and females with cubs, respectively).  

Effect of weather and daylight duration 

Temperature had a significant and positive influence on movement speed for both categories 

of females in all seasons (Figure 5b). Females moved faster when daily temperatures were 

higher. This relationship was even more pronounced for lone females during the pre-mating 

season and females with cubs during the post-mating season (increasing 5°C entailed an 

increase of about 0.65 km/h).  

Precipitation had a significant effect on movement speed, but a small effect size (Figure 5; 

the effect reached its maximum for lone females during the mating season, with an increase of 

0.1 km/h for each increase of 5 mm of rainfall)  

Daylight duration had a significant influence on movement speed, especially during the 

pre-mating season (Figure 5a; a daylight increase of 30 min corresponded with an increase of 

1 km/h), but the effect was less in the following seasons (increases of 0.1 km/h and less). 

However, it should be noted that there might be a confounding effect of time, with daylight 

duration increasing with time of the day, especially during the pre-mating season. Indeed, the 

females might increase their movements over the year, independently of daylight duration.

DISCUSSION

We investigated daily movement patterns of female brown bears using an integrated 

approach, investigating key factors that could be involved in search behaviour. Searching 

tactics involves a series of intimately related decisions on when, where, and how to move (or 

search), according to the animal’s requirements and constraints (Bell 1991). In particular, the 

use of daily movement patterns allowed us to investigate the “when” and “how” questions. 
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Bears’ daily movement patterns: the result of internal and external factors  

Consistent with the literature on European brown bears (Kaczensky 2006, Gervasi et al. 2006, 

Moe et al. 2007) and with our predictions, we found that Scandinavian female brown bears 

tend to be crepuscular (and to some extent nocturnal), with 2 peaks of maximum activity 

around dawn and dusk and a main resting period during the day (Figure 4). As the timing of 

sunrise and sunset varies greatly according to season in central Scandinavia, females adapted 

their activity pattern to this variation (Figure 2). This is consistent with the findings of 

Aschoff (1966), who stated that activity peaks should be further apart when daylight 

increases.

At first sight, the crepuscular pattern exhibited by the female bears did not seem to be 

optimal according to optimal foraging theory. Although the sensory modes for foraging are 

not well known in brown bears, we excepted that females in our study area should exhibit the 

same diurnal activity as observed in North American brown bear populations (Gende et al. 

2001, Klinka & Reimchen 2002), because their diet component (forbs, berries, ants) should be 

more detectable during daylight (Klinka & Reimchen 2002). Indeed, in North America, 

several brown bear populations have been reported to be active during the day (Klinka & 

Reimchen 2002). However, bears tend to shift to nocturnal activity in areas with high human 

density (Klinka & Reimchen 2002) to avoid disturbance. Kaczensky et al. (2006) also 

reported nocturnal activity in response to human disturbance by brown bears in Croatia and 

Slovenia. Although the human density in our study area is low, the road network is well 

developed and forests are managed intensively by foresters. Moreover, our results 

demonstrate that human activity, often confined to daytime hours, can be disruptive for bears, 

especially during the pre-mating season (bears moved faster in areas with human presence, 

probably to avoid risks of encountering humans; Figure 5g). In our study area, females might 

therefore exhibit a crepuscular activity, partly to avoid humans.  

To our knowledge, the effect of weather on activity pattern has never been assessed to 

explain nocturnal or crepuscular activity patterns of bears, although several studies have 

investigated the effects of weather on ungulate activity patterns (Beier & Mc Cullough 1990, 

Dussault et al. 2004, Aublet et al. 2009). Our results highlighted the influence of temperature 

on bear behaviours. During the mating, and particularly during the post-mating season, lone 

females moved more when temperatures were high (contrary to our hypothesis), but changed 

their activity pattern toward more nocturnal activity (Figure 4). This behavioural response to 

high temperatures can be seen as a least-cost thermoregulation tactic to limit the costs 
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associated with autonomic temperature regulation (Maloney et al. 2005). In our study area, 

bears seek shade and wet soil when resting during the day (Brunberg, pers. comm.). North 

American brown bears, which have been reported to be diurnal (Gende et al. 2001, Klinka & 

Reimchen 2002), are been studied in cooler areas (e.g. Bristol Bay in Alaska, Yellowstone 

National Park, La Mauricie National Park in Canada) which might explain their diurnal 

activity patterns. In our study area, temperatures can reach 22°C during summer (see Table 1). 

Crepuscular activity exhibited by the females might thus be an optimal foraging strategy, 

balancing the most efficient foraging technique (using daylight to detect food components) 

and costs associated with diurnal activity, i.e. thermoregulation and avoidance of disruptive 

human activities. However, we were not able to assess the relative contributions of these 

factors to explaining crepuscular activity. 

As expected, females accompanied by cubs showed the same activity pattern as lone 

females, except during the pre-mating season, where they tend to be active mainly during the 

day. Kaczensky et al. (2006) suggested that cubs are more active during daylight, leading to a 

shift in diurnal activity by their mother. We found that females with cubs tend to establish a 

bimodal activity pattern during the mating season, but with a temporal shift in peak of 

maximum activity compared to lone females. Indeed, they remained active during daylight 

hours (about 1.5 hour later than lone females for the morning peak and 1.5 hour before lone 

females for the evening peak). This behaviour could be a strategy to avoid contact with 

conspecifics, especially infanticidal males (Ebensperger 1998, Dahle & Swenson 2003a), 

which has been reported to be an important cause of cub mortality on our study area 

(Swenson et al. 1997). We do not have data on males to confirm this hypothesis. However, we 

assume that males should exhibit the same activity pattern as lone females, especially during 

the mating season, in order to increase the probability of encountering prospective mates. 

Indeed, it has been documented that males and lone females roam to mate during this period 

(Dahle & Swenson 2003a). After the mating season, females with cubs tend to establish 

almost the same pattern as lone females, when males no longer pose a threat to their young. 

During the mating season, females with cubs should thus be more sensitive to interactions 

with their conspecifics than to disruptive effects of human activities. 
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Movement characteristics: the result of internal and external constraints 

Global effect of seasons and reproductive status

Animal requirements, as well as food quality and abundance, vary greatly among seasons. 

According to our hypothesis, our results highlighted a strong variability in bears’ movements, 

according to season. Indeed, irrespective of the reproductive category, females moved slower 

(and therefore less) after den emergence where the energetic requirements of females are 

high. Females that gave birth in the den have much higher energetic requirements, because 

they stay an additional month in the den, on average, than lone females (Friebe et al. 2001) 

and lactation entails additional energetic costs (Loudon 1985). As expected, they exhibited 

very convoluted and slow movements (Figure 3 & 4) during the pre-mating season due to the 

low movement capacity of cubs. Slow movements reduce associated energetic costs and 

convoluted movements reduce predation risk (by males) on their cubs, as it reduces the 

probability of encountering males (Duvall & Schuett 1997). As we expected lone females to 

exhibit efficient foraging movements during the pre-mating season, females with cubs clearly 

showed less efficient foraging movements, because they stayed within a limited area, where 

resources could be depleted rapidly. Having cubs therefore entails less efficient foraging and 

therefore a trade-off between searching for food and risk avoidance.

Consistent with our hypothesis, lone females increased the intensity and linearity of their 

movements the following seasons (Figures 3 & 4) as they become less limited by movement 

costs. Moreover, during mating and hyperphagia season, they have additional requirements 

(search for mates and intensive search for food, respectively) and it has been shown that 

searching along straight-line paths is more efficient to increase the probability of finding 

resources (mate or food; Duvall & Schuett 1997). Indeed, they can orient their movements 

towards targets that they can detect using their sense of smell or sound (Duvall & Schuett 

1997). It should be noted however that during the hyperphagia season, lone females move less 

than in the previous season (post-mating season), but the movements are as linear. Reducing 

their movements might be a strategy to avoid humans, as this period corresponds to the bear 

hunting season and when also humans pick berries. Indeed, it has been reported that bears 

tend to be wary of humans in hunted populations (see Swenson 1999). During the post-mating 

season however, females are more nocturnal (Figures 3), so the probability of encountering 

humans is lower. As a consequence, females may be less wary in their movements, moving 

principally during nocturnal periods. In addition, the berries begin to ripen. As these food 
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items are patchily distributed throughout the study area, a better foraging strategy would be to 

increase the speed and linearity of movements. 

Females with cubs started to increase the intensity of their movements during mating 

season, but they still showed slow and sinuous movements. There may be a trade off between 

security for cubs (avoiding infanticidal males) and search for food resources, because Dahle 

& Swenson (2003a) stated that reduced movements of females during this period are not 

explained by the youngs’ low movement capacity. Female with cubs adopted a movement 

pattern similar to those of lone females only during post-mating season. Cubs therefore no 

longer seemed to be a constraint for efficient foraging movements. Moreover, females with 

cubs moved more than lone females during this period (Figures 3 & 4), probably to search for 

food resources more efficiently to compensate for their lower body conditions compared to 

lone females. 

Older females moved less during the post-mating season than younger females (Figure 5), 

perhaps because they have a better knowledge of their home range, and therefore do not need 

to explore their environment as much as younger females. Moreover, they also might have 

more experience, particularly of human disturbance, so they might reduce their movements to 

avoid encountering disruptive humans or anthropogenic structures. 

Effect of environmental factors 

Female brown bear movements conformed with our hypothesize on search efficiency, 

because they had globally slower movements in forested areas (coniferous forest, mixed 

forests and young forests) than in open habitats (bogs), which are resource-poor habitats that 

are more exposed to risks (Figure 5). Our results also showed that females with cubs reacted 

differently to vegetation types than lone females. Actually, they moved only on a very limited 

area under coniferous forest cover and almost never used bogs during the pre-mating season 

(which explained why there was no influence of vegetation at all during this period) and not 

much during other seasons (Martin unpublished). Therefore, these results should be 

interpreted cautiously (Figure 5). 

Females in both categories avoided human presence, especially during the pre-mating 

season, probably because of their low body condition. Indeed, the maximal values for human 

influence were lower (Table 1) and females moved faster in areas with humans (Figure 5). 

During the mating season, females with cubs were even more affected, probably because they 

started moving more and therefore increased the probability of being closer to anthropogenic 



 MOVEMENT PATTERN

17

structures. As cubs still were vulnerable, females may have avoided areas with human activity 

(Table 1) and encountering humans by moving faster in areas with human activity (Figure 5).  

During the post-mating and hyperphagia seasons, there was no effect of human influence 

on female movements (Figure 5), for the same reasons mentioned previously (shift toward 

nocturnal behaviour). However, females (whatever the reproductive category) tended to move 

more slowly on slopes. During this season, they selected slopes during daylight hours (Martin, 

unpublished), probably for security reasons (easier visual and olfactive detection).

All females moved more when the temperature was high, contrary to our hypothesis 

stating that they should move less with increasing temperature during hot seasons. As stated 

earlier, they actually changed their activity pattern toward nocturnal activity, but were more 

active during the day with high temperatures. This is consistent with previous studies on 

ungulates that reported an increase in activity during hotter days, but a behavioural shift to 

reduce thermoregulation costs (Merrill 1991, Dussault et al. 2004, Aublet et al. 2009).

Conclusions

Our integrated study of bear movements highlighted a strong variability in movements and 

activity patterns by female brown bears in response to internal and external factors. Our 

findings also revealed the constraints on search for resources entailed by having cubs of the 

year. Indeed, females with cubs not only have to face the low movement capacity of cubs, but 

also to make trade-offs between searching for food efficiently and reducing the encounter rate 

with conspecifics and humans.  
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LIST OF TABLE

Table 1: Range of value for the different external and internal factors that could influence 

female brown bears’ movement in central Sweden.  

Lone females Females with cubs 

Pre-
mating Mating Post-

mating 
Hyper-
phagia 

Pre-
mating Mating Post-

mating 
Hyper-
phagia  

Daylight (min)  796  
1026 

1032  
1211 

1063  
1210 

496  
1057 

796  
1026 

1032  
1211 

1063  
1210 

496  
1057 

Temperature (°C) -0.55  
12.60 

0.5  
21.3 

10.2
22.0 

-6.75  
20.30 

-0.55  
12.60 

0.5  
21.3 

10.2
22.0 

-6.75  
20.30 

Precipitation (mm) 0
14.5 

0
23.05 

0
20.3 

0.0  
31.8 

0
14.5 

0
23.05 

0
20.3 

0
31.8 

Disturbance  0
0.89 

0
0.96 

0
0.96 

0
0.94 

0
0.29 

0
0.64 

0
0.63 

0
0.63 

Slope (°) 0
22.8 

0
19.93 

0
18.59 

0
18.9 

0
10.11 

0
13.38 

0
14.43 

0
16.88 

Age (Year) 3
14

4
15
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LIST OF FIGURES 

Figure 1: Boxplot representation of hourly speed (on the left) and cosine of relative angles 

(on the right) by female brown bears in central Sweden. Gray dots correspond to average 

values.
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Figure 2: Timing of movement peaks by female brown bears in central Sweden according to 

their reproductive status and season.  Black circles represent the average speed (± 2*SE) and 

gray squares the average linearity (± 2*SE) of parameter estimates on all bootstraps, 

calculated with null models. “F” corresponds to lone females and “FWC” to females with 

cubs of the year; S1 to S4 corresponds to the pre-mating, mating, post-mating and 

hyperphagia seasons, respectively. Stars correspond to the average times of sunrise and 

sunset.

0 60 120 210 300 390 480 570 660 750 840 930 1020 1110 1200 1290 1380

0
5

10
15

Hours in minutes after midnight

S
pe

ed
 in

 k
m

/h

0 60 120 180 240 300 360 420 480 540 600 660 720 780 840 900 960 1020 1110 1200 1290 1380

-1
.0

-0
.5

0.
0

0.
5

1.
0

Hours in minutes after midnight

C
os

in
e 

of
 re

la
tiv

e 
an

gl
es



0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

Speed: night valley and morning peak

Reproductive statuses and seasons

Sp
ee

d 
in

 k
m

/h

F_S1 F_S2 F_S3 F_S4 FWC_S1 FWC_S2 FWC_S3 FWC_S4

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

Speed: day valley and evening peak

Reproductive statuses and seasons
Sp

ee
d 

in
 k

m
/h

F_S1 F_S2 F_S3 F_S4 FWC_S1 FWC_S2 FWC_S3 FWC_S4

Figure 3: Speed of movement, in km/h, by female brown bears in central Swenden during 

periods of maximal (black circles) and minimal (gray squares) movement. Mean (± 2*SE) of 

parameter estimates on the null models for all bootstraps for the morning peak (on the left) 

and evening peak (on the right) of maximum speed. 

Figure 4: Degree of linearity of movement peaks by female brown bears in central Sweden. 

Mean (± 2*SE) of parameter estimates on the null models for all bootstraps for the morning 

peak (on the left) and evening peak (on the right) of maximum linearity. 
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Figure 5: Estimated coefficient (± 2*SE) for the effect of the different factors on speed for 

each reproductive statuses and seasons. The horizontal line corresponds to the 0. Therefore, if 

the 2*SE do not cross the line, the coefficients are significant at  = 5%. Coefficients above 

the red line mean positive relationship, and coefficients below the red line mean negative 

relationship. F1 to F4 corresponds to the lone female category during pre-mating, mating, 

post-mating and hyperphagia seasons, respectively. FWC1 to FWC2 corresponds to the 

female with cubs category during the same seasons. 





Paper V 





 HABITAT MODEL

UNDERSTANDING AND PREDICTING HABITAT SELECTION 
PATTERNS OF BROWN BEARS AT GLOBAL AND LOCAL 
SCALES

Jodie MARTIN1,2*, Pierre-Yves QUENETTE3, Javier NAVES4, Dominique ALLAINE1 & Jon E.

SWENSON2

1 Université de Lyon, F-69000, Lyon ; Université Lyon 1 ; CNRS, UMR5558, Laboratoire de Biométrie et 
Biologie Evolutive, F-69622, Villeurbanne, France.  

2 Department of Ecology and Natural Resource Management, Norwegian University of Life Science, P.O. Box 
5003, NO-1432 Ås, Norway 

3 Office National de la Chasse et de la Faune Sauvage, 85 bis avenue de Wagram, BP 236, F-75822 Paris Cedex 
17, France 

4 Department of Applied Biology, Estación Biológica de Doñana CSIC, Avenida María Luisa s/n, Sevilla 41013, 
Spain (JN, AF-G, CR, MD) 

ABSTRACT

Conservation and management of remnant brown bear (Ursus arctos) populations in western 
Europe require the quantification of suitable areas at large scales, but also connectivity of 
these habitats. In this study, we built separate quantitative habitat model two key demographic 
feature (survival and reproduction) using large-scale variables. The combination of models 
demonstrated agreement in habitat selection of Cantabrian bears and Pyrenean bears and 
allowed us to map habitat quality for bears in entire countries of France and Spain. Bears 
were located mainly in rugged terrain, in forested areas that produce hard-mast and with high 
forest connectivity, with few roads and agricultural areas. A second quantitative model at 
finer scale in the Pyrenees highlighted allowed us to more precisely identify suitable areas for 
bears in Pyrenees. The association of the global and local models should be a useful tool for 
conservation planning in the Pyrenees, in particular to identify habitats that should receive 
high priority for conservation or those where potential reintroductions should be located. 

Keywords: Habitat model; Brown bear; Ursus arctos; Pyrenees Mountains; Cantabrian 
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INTRODUCTION

The space occupancy by organisms should reflect choices of particular habitat 

characteristics that maximize their fitness (Fretwell & Lucas, 1970, Synopsis). As such, it is 

often assumed that the observed distribution of a species, population or individuals is a good 

proxy of habitat quality. Predictive models aiming at identifying and predicting habitat 

suitability for a given species have become an important tool in conservation planning or 

wildlife management (Schadt et al., 2002). Often, large scale analyses are required for this 

purpose (Noss et al., 1996; Schadt et al., 2002), though fine scale studies should not be 

neglected as complementary analyses of species or individual requirements (Paper II). In 

particular, an interesting question is to identify the general processes that govern habitat use 

for different populations of a given species. From an evolutionary perspective, regardless of 

whether the species is a habitat generalist or specialist, the general processes should be 

congruent across populations although local processes should differ due to adaptations to 

local environments. Large-scale global models transferable over broad range of habitats are 

therefore consistent tools for species conservation or management (Klar et al., 2008), 

especially for rare and elusive animals for which data are not available or not of good quality.

The management and conservation of large carnivore is difficult task, because of their 

large spatial requirements (Noss et al., 1996; Schadt et al., 2002) and their socio-political 

stakes (Breitenmoser, 1998; Treves & Karanth, 2003, Synopsis). In particular, the primary 

habitats of carnivores have been reduced and fragmented by human activities and 

infrastructures, which has led to an increase in the proximity of humans and carnivores and 

therefore conflicts. Conservation and management of such species therefore require the 

quantification of suitable areas at large scales, but also connectivity of these habitats to restore 

or maintain sufficiently good habitats and to anticipate the potential expansion of the 

populations.

For populations that live in heterogeneous environment, it is common that individuals 

occupy different habitats, therefore varying in quality (Dias, 1996). In meta-population 

theory, this observation gave rise to the concept of source-sink system, where demographic 

parameters differ according to habitat characteristics (Pulliam, 1988). In source habitats, the 

reproductive rate is higher than the mortality rate, whereas in sink habitats the reproductive 

rate can not compensate for the mortality rate (Pulliam, 1988). When individuals misperceive 
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the quality of sink habitats, it can lead to maladaptive behaviors, i.e. individual will select for 

“apparently” good habitats but where the reproduction is low or the mortality rate is high 

(Delibes, Gaona & Ferreras, 2001). This kind of habitat has been called “attractive sink” 

(Delibes et al., 2001). For large carnivores, attractive sinks are often the result of a failure to 

detect human-caused risks in habitats with otherwise good quality for reproduction (Naves et 

al., 2003). Identification of source-sink habitats is crucial for conservation as source habitats 

are key habitats for population persistence (Dias, 1996). 

After almost becoming extinct in the past century in Europe, the brown bear now is found 

only in small and isolated populations in western Europe (Breitenmoser, 1998; Linnell, 

Swenson & Andersen, 2001). The most endangered populations in Europe are those in the 

Pyrenees (France-Spain) and Cantabrian Moutains (Spain). Both of these relict populations 

are divided in two sub-populations with little individual exchange. In particular, the western 

core of the Pyrenean population is composed almost only of males (no more female since 

2004) and therefore will be driven to extinction if no more female exchanges are possible. For 

this critically endangered population, a thorough understanding of habitat quality is required 

to identify suitable areas to be maintained and areas for potential new reintroduction. 

Here, we conducted two habitat selection analyses. First, we aimed to identify “global” 

habitat selection patterns for the Cantabrian Mountains (Cantabrian) population and the 

Pyrenean population. We used large-scale environmental variables and grain to increase the 

generality of our predictive model. This model therefore will allow identification of the 

potential congruence of habitat selection patterns for the two populations. We used the 

approach developed by Naves et al. (2003) which is based on the source-sink theory. 

Assuming that bear mortality is mainly caused by human activity and reproduction is related 

to natural factors (such as forest cover and vegetation productivity), their approach consists of 

constructing two different models related to these two demographic parameters. The final 

association between the survival model (with anthropogenic variables as explanatory 

variables; “human model”) and the reproduction model (with natural variables as explanatory 

variables; “natural model”) allows a finer classification of habitat quality than classical 

models that include all explanatory variables (see Figure 1). In particular, it allows the 

separation of sources habitats (safe habitats good for reproduction), attractive sink habitats 

(good for reproduction but high mortality risk), refuge habitats (safe habitat with low quality 

for reproduction), sink habitats (risky and poor habitat for reproduction), and avoided matrix 

(non-habitat areas). Based on this, we expect that high quality habitat would be forests that 
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produce abundant hard mast for bear food and with low human influence. Forest connectivity 

also should influence bear presence positively.  

Second, we performed a “local” habitat selection analysis for the Pyrenean population, 

using finer environmental variables to identify more local adaptations by the bears. This 

analysis will help obtaining a more precise knowledge of the ecological niche of Pyrenean 

brown bears and potentially identify suitable habitats in the Pyrenean Mountains at a finer 

spatial resolution. The combination of global and local models will provide an important tool 

for conservation planning for brown bears in the Pyrenees. 

The aims of this study are therefore: (1) determining if habitat selection patterns are 

congruent between the Cantabrian and Pyrenean brown bear populations; (2) quantifying the 

amount of suitable habitats for both populations, but focusing particularly on the Pyrenean 

population; and (3) identifying the connectivity between the core areas of the populations, but 

also with potential non-occupied habitats of high quality. 

MATERIAL AND METHODS

1 Bear data sets 

1.1 Cantabrian Mountains 

The two study areas (Cantabrian and Pyrenees) were divided in 5 × 5 km cells (or pixels). In 

Cantabrian, bear presence has been recorded between 1982 and 1991 during systematic 

investigations (see Naves et al., 2003) resulting in 321 cells of with bear presence (classified 

as 1). A cell is classified with bear presence when one or more indices of presence where fond 

within it. We then randomly sample 321 cells without bear presence (classified as 0) in the 

neighbourhood of the bear distribution to make sure that bears could have visited these cells. 

Then, 80% of these data were used to build the logistic-regression models (training dataset) 

and the remaining 20% were used for a cross-validation of the model in the study area 

(validation dataset). 

1.2 Pyrenees Mountains 

Global scale study 

In Pyrenees, we used bear presence (e.g. scats, visual observation) collected from 1996 to 

2007. Data were collected both systematically (during systematic monitoring by the “brown 

bear network”; see Synopsis) and non-systematically (observations made and reported by e.g. 
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hikers). We used all the data on bear presence for the global-scale study. The mixture of 

different types of data collection is not a concern here, because we deal with bear presence 

and not abundance. A total of 179 cells were classified with bear presence (1). 

Local-scale study 

For this study, we used a finer grain, dividing the study area into 200 × 200 m cells. To study 

the Pyrenean brown bear ecological niche and to draw a local Habitat Suitability Map (HSM), 

we only used non-systematically collected data, to avoid a mixture of designs. Here, this 

mixture could bias the results and the resulting map could reflect the sampling protocol, rather 

than a real HSM. We choose non-systematically collected data to ensure that indices were 

randomly sampled in the study area, because systematic monitoring was carried out where 

bears were known to be present. 

To analyse the ecological niche of bears, the available area was defined using a polygon 

encompassing all the indices of bear presence. We therefore avoided including areas that were 

not accessible to bears. For the HSM however, the goal was to map the relative quality of the 

entire Pyrenees. As we used a method that did not require a comparison of used data with 

available data (see § 3 of this manuscript), we therefore extended the study area to encompass 

all the Mountains chain and its valleys. We also used telemetric data from the only female 

that recently almost belonged to the western population (2006) for a graphical representation 

on the different habitat quality maps. 

2 Habitat variables 

2.1 Global-scale analyses 

To identify the general pattern of habitat selection by bears, we used large-scale variables that 

we expected would be important for bears at this scale (Table 1). These variables are 

summarized and described in Table 5.1. For both countries, slope layer used to calculate the 

index of terrain ruggedness was derived from a 90-m digital elevation model freely available 

at http://srtm.csi.cgiar.org/ and vegetation variables were derived from Corine Land Cover 

(CLC00) obtained from the European Environment Agency’s website (EEA) at 

http://dataservice.eea.europa.eu/dataservice/. The French human population density was 

obtained from the “Institut National de la Statistique et des Etudes Economiqes” at 

www.insee.fr and the Spanish human population density from the “Instituto Nacional de 

Estadística” at http://www.ine.es/.
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2.2 Local-scale study 

For this study we used finer habitat variables (Table 2). The digital elevation model and 

vegetation types were obtain from the same source as for the global-scale analysis. We 

performed a Principal Component Analysis (PCA) on the environmental variables in the study 

area to identify a potential local structure of the landscape. As the variables had different 

units, we used a normalized PCA. Moreover, we were interested in the structure of the 

landscape and not just effect size. We therefore choose to use a centered PCA.

Table 1: Description and units of environmental variables used in the global-scale logistic regression 
models for brown bears in the Cantabrian Mountains (Spain) and Pyrenean Mountains (France). 
Values for each variable are reported to one pixel.

Variables Label Type Description Range 
Mean  
± SD 
presence

Mean  
± SD 
absence 

Terrain 
ruggedness Rugged Natural (mean + standard deviation) 

of slope in degrees 
1.2  
48.6 

25.33 
±6.59 

17.40 
±9.79 

Shrub cover Shrub Natural % of shrub 0.00 
0.88 

0.34  
±0.20 

0.28  
±0.20 

Open areas Open Natural % of natural open areas 0.00 
0.78 

0.05  
±0.7 

0.06  
±0.1 

Forest cover Forest Natural % of forest 0
1

0.41  
±0.21 

0.30  
±0.19 

Mast tree 
cover Mast Natural % of deciduous and mixed 

forest cover 
0.00 
0.98 

0.35  
±0.21 

0.24  
±0.18 

Forest
connectivity 
r=1

F_connect_1 Natural 
% of forest in the pixels 
adjacent to the focal pixel (5 
km) 

0.01 
0.79 

0.40  
±0.15 

0.32  
±0.15 

Forest
connectivity 
r=2

F_connect_2 Natural 
% of forest in the pixels 
surrounding the focal pixel 
up to 10 km 

0.03 
0.62 

0.40 
±0.12 

0.32  
±0.12 

Forest
connectivity 
r=3

F_connect_3 Natural 
% of forest in the pixels 
surrounding the focal pixel 
up to 15 km 

0.04 
0.55 

0.39 
±0.11 

0.32 
±0.11 

Human 
population 
density 

Pop_dens Human Number of inhabitants 1
1076 

12.67 
±14.21 

34.48  
±94.92 

Agricultural 
areas Agri Human % of agricultural area 0

1
0.04 
±0.11 

0.17  
±0.27 

Road  Road Human length of roads (in km)  0.00 
27.78 

1.30  
±2.67 

2.34 
±4.16 
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Table 2: Description and units of environmental variables used for the local-scale analysis of 
ecological niche of Pyrenean brown bear and the Habitat Suitability Map. 

Variables Label Description 

Elevation elev In meters  

Slope slope In degrees 

Distance to urban areas d_urban Include towns and anthropogenic structures such as building, 
artificial areas... In meters 

Distance to agricultural areas d_agri Include arable lands, permanent crops, pastures… In meters 

Distance to roads d_road Public roads with high traffic. In meters 

Distance to deciduous forests d_decid 
Deciduous forests are mainly made of European beech 
(Fagus sp.), European chestnut (Castanea sp.), oaks 
(Quercus sp.) and birch (Betula sp.). In meters. 

Distance to coniferous forests d_conif Coniferous forests are mainly made of fir. In meters. 

Distance to mixed forests d_mixed Mixed forests (deciduous and coniferous) In meters. 

Distance to shrubs d_shrub Vegetation with low and closed cover, dominated by bushes, 
shrubs and herbaceous plants. In meters.  

Distance to regenerating 
forests d_regfo Forest regeneration (after degradation) or colonisation. In 

meters.  

Distance to lake d_lake In meters. 

Distance to natural open areas d_open Natural grassland. In meters.  
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3 Analyses

3.1 Global-scale analysis 

Logistic-regression models 

Following the approach of Naves et al. (2003), we built 3 different logistic-regression models 

with bear presence and absence: a general model (fg), including all the explanatory variables; 

a natural model (fn), including only variables that might affect reproductive rate; and a human 

model (fh), including anthropogenic variables that might affect bear survival (Table 1). We 

used the data from Cantabrian to fit the models. 

We performed backward stepwise analyses for each of the 3 classes of models and we 

used the Akaike Information Criterion (AIC) to select for best models. Among potential 

models (smaller AIC) with small AIC, we choose the best models based on simplicity (low 

number of variables). We then evaluated each of the models with the validation dataset. The 

models were also evaluated outside the calibration range using the bear presence in the 

Pyrenees. We estimated the proportion of localizations for which the models gave a high 

probability of presence (> 0.6 and > 0.5).   

We then classified habitat quality into five categories within to the two-dimensional space 

based on the best natural and survival models (Figure 1), according to the approach of NAVES 

ET AL. (2003).

Figure 1: Two-dimensional space of habitat quality according to the conceptual framework from Naves et al.  
(2003). Habitat quality for reproduction is determined by the natural model; habitat quality for survival is 
determined by the human model. Adapted from Naves et al. (2003). 
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3.2 Local scale analysis 

Ecological niche analysis 

We used the statistical framework developed by Calenge & Basille (2008) to study the 

ecological niche of the Pyrenean brown bear population. The “General Niche-Environment 

System Factor Analysis” (GNESFA) is a hindcasting approach that relates species (or 

population / individuals) to its environment. Two dataset are compared in this analysis: (i) the 

weighted values of the variables of the available environmental units (EU, e.g. pixels) (e.g. 

the proportion of a particular patch among all patches of habitat in the study area) and (ii) the 

weighted values of the variables in the EU used by the species (e.g. the proportion of the 

detection of the species in a habitat patch) (Figure 2). The set of values of environmental 

variables available to the species is referred to as the “available distribution” and the set of 

values of environmental variables used by the species as the “utilisation distribution”. The 

GNESFA aims to find the ecological directions in which the two datasets are the most 

different, which is referred to as niche patterns. 

Figure 2: Data used in the conceptual framework of the General Niche-Environment System Factor Analysis 
(GNESFA). The values of the environmental variables (V1 to V3) in each environment unit (EU) (gray square) 
are recorded (bottom center) from GIS layers or field collection (top left) and weighted according to their 
occurrence in the study area (bottom left). The weights therefore describe the availability of the EU to the 
species. Abundance of the species occurrence (top right) is reported on available EU and used as weights to 
describe the intensity of use of each EU by the species (bottom right). Adapted from Calenge & Basille (2008). 

According to the question of interest, the GNESFA implies a choice of a reference and a 

focus dataset (available distribution or utilization distribution). As we were interested in the 

identification of the pattern displayed by the niche in the ecological space, we chose the 

utilization distribution as focus and the available distribution as reference. Hence, we 

performed a Factor Analysis of the Niche Taking the Environment as Reference (FANTER, 
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Calenge & Basille, 2008). In this analysis, the available distribution is distorted to take a 

standard spherical shape (Figure 3). The focus distribution is then investigated in this 

standardized space and any deviation from the spherical shape will indicate a pattern (Calenge 

& Basille, 2008). In this analysis, both the first and the last components have a biological 

meaning. The first axes are those for which the marginality of the species niche is maximized 

whereas the last axes are those that maximize the specialization of the species (see Synopsis). 

Figure 3: Manipulation of the two datasets in the General Niche-Environment System Factor Analysis 
(GNESFA) framework. The light gray ellipses represent available distributions and the dark gray 
ellipses represent utilisation distributions in the ecological space. In the case of the Factor Analysis of 
the Niche Taking the Environment as Reference (FANTER), the researcher defines the available 
distribution as reference distribution (RD) and the utilization distribution as the focus distribution 
(FD). The ecological space is centered on the RD and distorted to make the RD spherical. The analysis 
then maximize the FD inertia by defining the ecological directions where the two distributions are the 
most different. The first axes of this analysis are therefore those that maximize the marginality of the 
species and the last axes are those that maximize the specialization of the species. Adapted from 
Calenge & Basille (2008).     

Habitat suitability map 

We then computed a HSM using Mahalanobis distances statistics (Clark, Dunn & Smith, 

1993). One of the interesting properties of this method is that it overcomes the problem of 

availability definition. Indeed, this method is only based on the environmental characteristics 

of the EU where a species is present, as the niche of the species is defined using the 

probability density function of its presence in the ecological space. It therefore gives an index 

of habitat suitability of the environmental variables of the study area by calculating the 

departure from the species’ niche optimum (centroid of the distribution of the species 

occurrence). Therefore, an EU with a low value means low distance to species’ niche 

optimum and is therefore a suitable EU (Clark et al., 1993). The distances are calculated as 

follows: 
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Distance² = (x – û)’ -1 (x – û),

where x is the vector of habitat characteristics, û the mean vector of habitat characteristics 

estimated from the utilization distribution, and  the estimated covariance matrix from the 

utilization distribution. The squared Mahalanobis distances therefore represent the 

dissimilarities between x (environmental characteristics of the study area) and û (the species 

optimal habitat). These distances are then spatialized to obtain a map of suitable habitats. 

RESULTS

1. Global-scale analysis 

1.1 Model outcomes 

The three logistic-regression models were retained after the model selection procedure (Table 

3). The general model contained six variables: % shrub cover (shrub), terrain ruggedness 

(rugged), % forest containing hard-mast species (masting), forest connectivity at the scale of 

15 km (F_connect_3), roads (length), and human population density (pop_dens). This model 

had the smallest AIC and was the simplest model among candidate models with lowest AIC. 

The next parsimonious model ( AIC = 0.55) did not include forest connectivity at the scale of 

15 km but included forest connectivity at scales of 5 and 10 km; the next one ( AIC = 0.93)

included forest connectivity at the scale of 5 km in addition to the first model.      

Table 3: Logistic-regression models of the habitats of brown bears at the global scale, based on data 
from the Cantabrian Mountains (Spain), resulting from the model selection. 

Models Variables  S.E. p-value 
General model constant  

Shrub
Rugged
Road
Masting
F_connect_3 
Pop_dens

- 3.53 
  1.87 
  0.07 
- 0.08 
  2.16 
  3.00 
- 0.02 

0.52
0.66
0.01
0.03
0.69
1.26
0.005 

< 0.001 
0.004 
< 0.001 
0.018 
0.002 
0.018 
0.001 

Natural model constant 
Shrub
Rugged
Masting
F_connect_3 

- 4.10 
  2.17 
  0.07 
  2.06 
  3.26 

0.52
0.65    
0.01   
0.67
1.22    

< 0.001 
< 0.001 
< 0.001 
0.002 
0.008 

Human model constant 
Road
Pop_dens
Agri

  0.79 
- 0.07 
- 0.02   
- 4.46

0.13   
0.03
0.005 
0.73   

< 0.001 
0.023 
< 0.001 
< 0.001 
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The most parsimonious and simple natural model contained the same natural variable as 

the general model (i.e. shrub cover, masting cover, terrain ruggedness and forest connectivity 

at 15 km). The next parsimonious model ( AIC = 1) did not include the forest connectivity at 

15 km but forest connectivity at 10 km. 

The human model we retained contained roads and human population density, as did the 

general model, but also included the % of agricultural areas (agri) and was far the best model 

considering AIC ( AIC with the next model = 3.3).    

1.2 Model evaluation 

The general model was reliable in predicting bear presence. This was true in both areas; 

with the validation dataset in Cantabrian (the model gave a probability higher than 0.6 and 0.5 

for 72% and 82% of the bear presence, respectively) and with the data from Pyrenean bear 

population (the model gave a probability higher than 0.6 and 0.5 for 65% and 80% of the bear 

presence, respectively). 

The same trend was found for the natural model for both datasets: 80% and 66% of the 

bear presence in the Cantabrian Mountains had a probability higher than 0.5 and 0.6, 

respectively. In the Pyrenees, 59% and 74% of the bear presence had a probability higher than 

0.5 and 0.6, respectively. 

The human model was even better than the general model in predicting bear occurrence in 

Cantabrian with 92% of the bear presence having a probability higher than 0.5 and 72% a 

probability higher than 0.6. The same trend as the general model was found when evaluating 

the model in Pyrenees: 81% and 63% of the bear presence had a probability higher than 0.5 

and 0.6 respectively.

1.3 Habitat classification 

Following Naves et al. (2003), we used the linear regression between the general model and 

the average of the natural and human models to determine the thresholds for the habitat 

quality classification (Figure 4). The explained variance of the linear regression was high: R² 

= 0.91. We classified habitat as source-like when fn > 0.5 and fh > 0.5; attractive sink-like 

when fn > 0.5 and fh < 0.5; refuge when fn < 0.5 and fh > 0.5; sink-like when fn < 0.5 and fh < 

0.5. Habitat was classified as avoided matrix when fn < 0.175 or fh < 0.165. 
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Figure 4: Habitat quality classification using the two-dimensional space of the natural habitat model 
and the human habitat model. The thresholds are estimated using the equation of the regression 
between the general model and the average of the human and natural model: (fn+fh)/2 = 0.17 + 0.67fg.

We spatialized these classifications to obtain a map of habitat quality in the Pyrenees 

(Figure 5), in the Cantabrian (Figure 6), and in the entire countries of France and Spain 

(Figure 7). Most (68%) of the Pyrenean bear presence was found in source-like habitats; 16% 

in refuge habitats; 7% in attractive sink-like habitats; 6% in sink-like habitats and 3% in the 

avoided-matrix habitat. 
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Figure 5: Map of habitat quality for the brown bear in the Pyrenees using the conceptual approach of 
Naves et al. (2003). Gray dots identify cells with bear presence. The yellow arrow shows the area 
between the two subpopulations. 
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Figure 6: Map of habitat quality for the brown bear in the Cantabrian Mountains using the conceptual 
approach of Naves et al. (2003). Small yellow dots identify cells with sporadic bear presence (<3 
observations); large yellow dots show regular bear presence (  3 observations).  

Figure 7: Map of habitat quality for the brown bear in France and Spain. 
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2. Local scale 

2.1 Landscape structure 

Two axes of the PCA explained 45% of the variability of the landscape structure (30% and 

15% for the first and the second axes, respectively, Figure 8). The PCA separated human 

areas from more natural areas on an elevational gradient. Urban areas, roads and agricultural 

areas were located at low elevations and flat terrain, whereas natural open areas were located 

at high elevation on steep slopes. Deciduous forests tended to be located close to human areas 

whereas coniferous, mixed and regenerating forests where not particularly associated with 

particular elevations or types of area (human areas or natural areas).  

0.
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0.
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1.
0

1.
5

2.
0
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 d = 0.2  d = 0.2 

 elevation 

 slope 
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 d_conif 

 d_decid 

 d_lake 

 d_mixed 

 d_open 

 d_regfo 

 d_road 

 d_shrub 

 d_urban 

Figure 8: Projection of the environmental variables of the Pyrenean study area (France-Spain) in the 
factorial plan of the PCA. Left: representation of the eigenvalues of the analysis. 

2.2 Ecological niche analysis 

Using the broken-stick method (Jackson, 1993), we chose to keep the first and the last axes of 

the FANTER (Figure 9). The first axis was mainly correlated with mixed forests, coniferous 

forests, roads, agricultural areas and regenerating forests (see scores of the variables on the 

first axis in Table 3). The pattern of the utilization distribution compared to the available 

distribution is obvious on the scatterplot of the niche (Figure 9) and allowed us to identify the 

preferred habitats of the Pyrenean brown bears. The ecological niche of the bear indeed 

presents a strong marginality (Figure 9 & 10), bears being located preferentially in steep areas 
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with forests, far from agriculture and regenerating forests, compared to what was available in 

the study area. Paradoxically, roads were associated positively with bears distribution, but to a 

lesser extent. 

Figure 9: Results of the Factor Analysis of the Niche Taking the Environment as Reference 
(FANTER). (a) Representation of the eigenvalues of the analysis. (b) Correlation of the environmental 
variables with the first axis (which maximizes the niche marginality) and the last axis (which 
maximizes the specialization) of the FANTER. For each variable, the length of the arrow represents 
the strength of the correlation with axis. The longer the arrow, the stronger the correlation. The 
direction of the arrows on the first axis defines the marginality or the specialization by bears. For 
example, arrows that are highly correlated with the first axis and in the direction of the niche mean 
that high values of the variable are preferred by bears. Arrows that are highly correlated with the last 
axis and in the direction of the niche means a strong specialization for high values of the variable. (c) 
Projection of available distribution (gray dots) and the utilization distribution (weighted black dots).  
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Table 3: Correlation of the habitat variables from the Pyrenean study area (France) on the first and 
last axes of the Factor Analysis of the Niche Taking the Environment as Reference (FANTER). 

Habitat variables First axis Last axis 
elev - 0.009   0.567 
slope - 0.204   0.237 
d_agri - 0.411   0.366 
d_conif   0.309   0.267 
d_decid   0.202   0.316 
d_lake   0.162 - 0.549 
d_mixed   0.328   0.236 
d_open   0.091 - 0.022 
d_regfo - 0.333   0.228 
d_road   0.228   0.098 
d_shrub - 0.136   0.364 
d_urban - 0.098 - 0.197 

Bears appeared to specialize on the medium range of elevations (Figure 9 & 10; 

correlation with the last axis = 0.567; no particular direction on the first axis) and areas close 

to lakes. To a lesser extent, bears specialized on areas far from agriculture and without shrubs, 

but close to deciduous forests.

Figure 10: Scores of available distribution on the Pyrenean study area (France-Spain) (white bars) and 
utilisation distribution by brown bears (gray bars) on the first (a) and last (b) axes of the Factor Analysis 
of the Niche Taking the Environment as Reference (FANTER). The scores on the first axis highlight the 
marginality of the niche compared to what is available. The scores on the last axis show the 
specialization of the bears (variance of the utilization distribution is lower than available distribution).   

2.3 Habitat suitability model and map 

Our local model was also reliable in predicting indices of presence of bears. In this model, 

97%, 91% and 46% of the data used to fit the model (from 1996 to 2006) were at d²  10, 10 

< d²  20 and 20 < d²  30, respectively. We used data from 2007 and 2008 to evaluate the 

model, and 96%, 78% and 36% of these data were at d²  10, 10 < d²  20 and 20 < d²  30, 

respectively. The spatialization of the square Mahalanobis distances are shown on Figure 11. 
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Figure 12: Telemetric relocations (2006) of the only female belonging to the western core of the 
Pyrenean brown bear population on the habitat quality map resulting from our global model. The 
yellow arrow shows the area between the two subpopulations.  

DISCUSSION

We studied habitat selection patterns of brown bears at a global scale (for two European 

populations, on a large extent) and at a finer scale in Pyrenees (finer grain and more accurate 

environmental variables). The global-scale analysis allowed us to (1) detect a common pattern 

of habitat selection among the Cantabrian population and the Pyrenean population, (2) 

therefore to quantify the amount of suitable areas in both study areas and also on larger 

extent, and (3) to detect potential connectivity or barriers between the subpopulations in each 

areas and between the two populations.

The logistic-regression model we built using bear data in Cantabrian fitted well in 

Pyrenees where 80% of the bear presence had a probability higher than 0.5. As expected, 

brown bears preferred areas with a high cover of tree species that produce hard mast. Bears 

were also located preferentially in rugged areas, which is consistent with the literature (at 

different spatial scales, Apps et al., 2004; Nellemann et al., 2007, Paper II), and seek for areas 

with sufficient forest connectivity at large scale (15 km). Surprisingly, bears also were located 

in areas with greater shrub cover. The general model indicated that bear presence was 
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negatively correlated with areas with high road density and high human population density, as 

expected. The human model, however, also highlighted the negative influence of agricultural 

areas. Although agricultural areas are not particularly correlated with human population 

density (cor = - 0.02), they are located mainly at low elevations and on flat terrain, therefore 

not associated with rugged terrain (cor = -0.59) and might be perceived as risky areas by 

bears.

The agreement of habitat selection patterns in Cantabrian and in Pyrenean allowed us to 

model habitat quality for bears using the source-sink theory (Naves et al., 2003; Pulliam, 

1988) for both population ranges. Within Cantabrian, the two sub-populations (Western and 

Eastern) are disconnected by low-quality habitats (Figure 6). In the north, around Oviedo, 

areas have been classified as matrix habitat by the model, probably due to the high human 

density, which prevents any exchange between the subpopulations. The large areas of source 

habitats where the bears are present, are separated by areas of attractive sink, which is good 

for reproduction negative for bear survival. Actually, although the forest cover is relatively 

high within this area, high road density decreases the quality of the habitat. Further south, a 

more “secure” connection might be found in refuge habitats which are good for survival but 

not for reproduction. However, the low habitat quality for reproduction might prevent 

exchanges of females, as they should be more selective than males. It should also be noted 

that a large area of source-like habitat is not occupied by bears, at least not regularly. 

Actually, this area was historically occupied by bears, as shown by Naves et al. (2003). In 

their study however, half of this area was classified as attractive-sink like.

In Pyrenees, our model also highlighted the low quality habitat separating the 

subpopulations (Figure 7). However, these are mainly refuge areas, i.e. sub-optimal habitat 

for bears. Indeed, long-lived species such as bears are less sensitive to reproductive 

parameters than survival (Wiegand et al., 1998). However, as stated previously, these habitats 

might be perceived negatively by females, which we assume seek out good habitats for 

reproduction, and might also prevent them from colonising the western subpopulation in 

Pyrenees. The spatial behavior of the female belonging to the western area showed that she is 

located half in source habitat and half in attractive sinks (Figure 12). Note, however, that 

these telemetric data were collected the year after it was released in the Pyrenees. Its spatial 

behavior might therefore correspond to exploration of new habitats and it might thus be less 

selective about habitat. In the north however, a remnant connection between source habitats 

from the western part and the central part of the Pyrenees could represent a potential corridor 

between the subpopulations, especially for females.  
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The map of habitat quality for the entire countries of France and Spain do not portend a 

possible natural colonization of good-quality habitats by the bears. Indeed, the eastern part of 

the Pyrenees and the potential patch of good habitat in the “Massif Central” are separated by 

at least 20 km of matrix habitats, and the adjacent low-quality habitats are severely 

disconnected. The distances between the large areas of source habitats (which could contain 

viable populations) range from 150 to 200 km.  

In the Pyrenees, we found a strong agreement between the patterns observed at the local 

scale and the global scale. Bears preferentially used forested areas and particularly those that 

produce hard mast, compared to available areas. Although deciduous forests tend to be close 

to human infrastructures (Figure 8), we found that bears were marginal on short distances to 

this type of forests but not particularly on short distances to urban areas.  We interpreted this 

to show an avoidance of these structures by bears (Figure 9). Moreover bears are marginal on 

areas far from agricultural areas (Figure 9). They are specialized on a medium range of 

elevations, probably because human density and human infrastructures are found at low 

elevations and vegetation productivity becomes low at high elevations (Figure 8). Relief is not 

limiting in itself, as brown bears, also are found at low elevations (Scandinavian population, 

Dahle et al., 1998) and very high elevations (Pakistani population, Bellemain et al., 2007). In 

Pyrenees, the observed pattern related to elevation might therefore be a trade-off between 

vegetation productivity and low disturbance. Paradoxically, bears tended to be located near 

roads, contrary to previous results. At a global scale, bears might prefer areas with low road 

density, but they seem not to particularly avoid roads at a local scale. It should be noted 

however that bear mortality due to car accidents is not negligible in the Pyrenees as well as in 

other brown bear populations (Italy, 8 collisions with vehicles in nine years, C. Groff, pers. 

com.). 

This model did not distinguish between the different types of habitat quality (source-sink 

theory) and the quantity of good habitats (d²  20) encompassed larger areas than source 

habitats predicted by our global model. Also, the separation between subpopulations seemed 

to be more reasonable with the global model, and we could identify the lower habitat quality 

of these habitats (Figure 11). A combination of these two models might therefore be more 

powerful in determining areas of high interest for conservation purposes. 
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LIMITATION OF OUR MODELS

Several concerns should be addressed concerning interpretation of the models. First, the bear 

presence dataset comes from expanding populations. Therefore, areas where bears are absent 

might be unsuitable habitats or suitable habitats not yet occupied by bears, which leads to 

underestimation of the power of explanatory variables (Boyce & McDonald, 1999). As a 

consequence, high-quality habitats classified by our models are minimum suitable areas for 

bears whereas low-quality habitats might actually be suitable. Second, our models are based 

on the collection of presence data. The map of the distribution of habitat quality might 

therefore mirror the sampling protocol or habitat accessibility to humans. Indeed, indices of 

presence might be more abundant in areas easily accessible by humans. The sampling 

protocol might affect the reliability of a statistical model, as monitoring frequency may differ 

between areas. A better protocol would be collection of data on random transects over the 

entire Pyrenean Mountains instead of subjective transects. However, this kind of protocol is 

difficult to apply in the field, especially in rugged terrain (steep slopes at high elevations). 

However, we used indices of presence collected non-systematically to fit our local model, 

which reduced this potential bias. We are therefore quite confident in the prediction of high-

quality habitat by our model, although it might be too conservative and might have 

overlooked areas that could be suitable. 

CONSERVATION IMPLICATIONS AND PERSPECTIVES

Overall, our models have proven to be useful in mapping the distribution of suitable 

habitats for brown bears in Cantabrian Mountains and Pyrenees. As we used environmental 

variables at a large enough to be easily applied in different areas, our global model fitted in 

Cantabrian showed a good transferability outside its calibration range, i.e. in Pyrenees. 

Therefore, it seems to be a reliable tool to predict brown bear habitats over broad spatial 

extents. For example, we can expect the same habitat use pattern at the European scale. Even 

if habitats differ across Europe, habitat use patterns using these variables should be consistent. 

However, fitting this model in all of Europe would require validation in other brown bear 

populations, such as the Scandinavian population. We could not validate our model on 

Scandinavian bear presence data, as some variables were not available at the time we 

performed this analyses. 

This model allowed us to estimate the quantity of available suitable habitat and the 

fragmentation of these habitats. We therefore can see that in the Pyrenees, a large area of 
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suitable habitats is not (at least not anymore) occupied by bears (Figure 7; in the western part 

of the Pyrenees Mountains), which is connected with the western core of brown bear 

population. However, the local model revealed more isolated patches of suitable habitats in 

this area. Nevertheless, as mentioned earlier, unsuitable areas might have been overlooked by 

our model. The association of the global and local models should however be a useful tool for 

conservation planning, in particular to identify habitats that should receive high priority for 

conservation or those where potential reintroductions should be located. 

Our global model also highlighted the relatively poor habitat quality between 

subpopulations in both areas. However, in Pyrenees this is essentially refuge habitat, which 

might favor an exchange of males. In the north, some source habitats and attractive sink 

habitats are still connected, which might encourage female exchanges. As conservation 

planning should indeed focus on the connectivity of these two subpopulations, actions might 

be more efficient within this area, allowing females from the central subpopulation to access 

the western subpopulation (almost only composed of males).  
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